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Abstract. Evidences have suggested that counting representations are sometimes tractable even when
the corresponding classification problem is almost impossible, or “wild” in a precise sense. Such count-
ing problems are directly related to matrix counting problems, many of which are under active research.
Using a general framework we formulate for such counting problems, we reduce some counting prob-
lems about commuting matries to problems about endomorphisms on all finite abelian p-groups. As
an application, we count finite modules on some first examples of nonreduced curves over Fq. We also
relate some classical and hard problems regarding commuting triples of matrices to a conjecture of Onn
on counting conjugacy classes of the automorphism group of an arbitrary finite abelian p-group.

1. Introduction

Classifying tuples of n × n matrices over a field k satisfying certain relations, up to simultaneous
conjugation by GLn(k), is a classical problem in linear algebra. It is equivalent to classifying finite-
dimensional representations of a finitely presented associated algebra A over k up to isomorphism.
The representation theory of such algebras has been intensively studied (for example, [Dro80, Kin94]),
through which it has been long known that the full classification problem is often intractable, or
“wild”. Even for commutative algebras, such problems are almost always wild except practically only
one nontrivial example, namely, A = k[x, y]/(xy) [Dro72].

However, the problem of counting representations over a finite field sometimes has a surprisingly
nice answer despite the extreme difficulty of the corresponding classification problem. For example,
Feit and Fine in 1960 determined the number of commuting pairs of matrices in Matn(Fq) and gave a
beautiful generating function [FF60]. For another example, Kac [Kac83] showed in 1983 that Av(q),
the number of isomorphism classes of absolutely indecomposable representations of a quiver over Fq

of dimension vector v, is a polynomial in q, called the Kac’s polynomial. He then conjectured that
Av(q) has nonnegative coefficients, which was famously proved in the 2013 Annals paper by Hausel,
Letellier, and Rodriguez-Villegas [HLRV13]. In a sense, these niceness results are not fully expected
for general reasons since the corresponding classifications are wild in general.

Remark. The above involves two natural notions to count representations: the näıve count where each
isomorphism class of representations contributes 1, and the groupoid count where each isomorphism
class M contributes 1/|Aut(M)|. Concretely, the former counts matrix tuples up to conjugation,
while the latter essentially just counts matrix tuples. However, the former count can be reduced to an
instance of the latter count. For example, it follows from the orbit-stabilizer theorem that the number
of commuting pairs of matrices in Matn(Fq) up to conjugation, multiplied by |GLn(Fq)|, is the number
of commuting triples in Matn(Fq) where the third matrix is in GLn(Fq).

Recent research reveals more examples of such “curious niceness” that are far from understood. For
example, fix a partition λ and let Mλ(p) be an abelian p-group of type λ (see §2.4). Based on explicit
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evidences, the number of conjugacy classes in Aut(Mλ(p)) [Onn08] and the number of Aut(Mλ(p))-
conjugacy classes in End(Mλ(p)) [PSS15] are conjectured to be polynomials in p for all λ. In [PSS15],
nonnegativity of coefficients is also conjectured. But unless λ = (1n), there is no theory of normal
forms on End(Mλ(p)) in general. More recently, in [Hua23, HJ23a], the author and Jiang investigated
the groupoid counts of representations over commutative algebras, especially the coordinate rings of
reduced singular curves over Fq. All examples known so far display polynomiality, nonnegativity, an
analytic well-behavedness with respect to resolution of singularities, as well as a surprising modularity
phenomenon that has no direct analogue in previous works. More precisely, say q is an odd prime
power and let R = Fq[[x, y]]/(y

2 − xh) where h ≥ 2. Define

Cn(R) := HomAssoAlgFq
(R,Matn(Fq)) (1.1)

to be the set of n-dimensional representations of R; concretely, Cn(R) is the set of pairs of commuting
nilpotent matrices A,B ∈ Matn(Fq) such that B2 = Ah. (By [Dro72], classifying finite R-modules is
a wild problem except when h = 2.) It is proved in [HJ23a] that for each n, |Cn(R)| is a polynomial
in q with nonnegative coefficients. Moreover, the natural generating function

ẐR(t) :=
∑
n≥0

|Cn(R)|
|GLn(Fq)|

tn (1.2)

is determined as an explicit power series in q−1 and t, whose specialization at t = ±1 gives a modular
form.1 More generally, the author conjectured in [Hua23] that if R is the coordinate ring of an affine

reduced singular curve over Fq and R̃ is its normalization, then ẐR(t)/ẐR̃
(t) is entire in t. The

conjecture, if true, would provide a lot of analytic control for ẐR(t) because Ẑ
R̃
(t) is well-known by

[CL84]. In summary, representation counting problems seem to possess hidden structures not seen in
the corresponding classification problems. Any new general connections or specific examples in the
context of counting representations of (commutative) algebras, if discovered, would be very desirable.

Remark 1.1 below explains why the motivation of understanding ẐR(t) in a general framework goes
beyond the intrinsic interests discussed above.

Remark 1.1. Let Cn,m(k) denote the set of m-tuples of commuting n× n matrices over a field k. In
1955, Motzkin and Taussky [MT55] proved that Cn,2(C) is irreducible. Gerstenhaber [Ger61] raised
the question of whether Cn,m(C) is irreducible for general n,m, and after deep research [Gur92, GS00,

HO01, NŠ14, Šiv12, HO15, JŠ22], the cases where m = 3 and 12 ≤ n ≤ 28 remain open. This is also
closely related to a question posted by Guralnick [Gur92, p. 74, (i)] about the dimension of Cn,m(C):
indeed, Cn,m(C) is reducible if its dimension is strictly greater than n2 + (m − 1)n, and this is how
he proved the reducibility for m,n ≥ 4 and m = 3, n ≥ 32. Since dimension of Cn,3(C) is essentially

the asymptotics of |Cn,3(Fq)| as q → ∞, a specific instance of ẐR(t) (namely, R = Fq[x, y, z]) already
encodes strong information towards these geometric problems. Of course, approaching these problems

through investigating ẐFq [x,y,z](t) (even just asymptotically) is not promising so far, as the latter is
probably more difficult (in fact, equivalent to a hard classical problem of counting matrix pairs up to

conjugation), unless more general theories of ẐR(t) are developed in the future.

1.1. Contents of the paper. To further the investigation of counting representations over commu-
tative algebras, we formulate a general framework that unifies several current techniques and clarifies
the connection between representations and commuting matrices. An important feature is that our
framework also works in “arithmetic” settings, i.e., when the algebra does not contain a field. The key
difference is that working over a commutative Z-algebra, finite representations need to be parametrized
by commuting endomorphisms of all possible finite abelian p-groups, instead of commuting matrices
over a fixed ring.

1If h is odd, the modularity directly results from the Andrews–Gordon–Rogers–Ramanujan identities [And98, Corol-
lary 7.8]. If h ≥ 4 is even and t = −1, the modularity is so far conditional on the truth of a curious Rogers–Ramanujan-
type identity [HJ23a].
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As applications, we give the groupoid count of finite modules of given cardinality over the polynomial
ring Z[T ] and the nonreduced rings Fq[x, y]/(x

b) and Fq[x, y]/(x
by), b ≥ 2. Generating functions,

sometimes together with exact and asymptotic formulas, are found. The example of Z[T ] is the
first “arithmetic” example where the groupoid count is explicitly computed after Cohen–Lenstra’s
result for Dedekind domains [CL84]. Our formula is what one would expect from Feit–Fine’s formula
concerning Fq[x, y] and the analogy between Z and Fq[x]. However, the case of Z[T ] importantly lacks
the commuting matrix pair interpretation as in Fq[x, y], so our formula is not implied by Feit–Fine’s
formula. In fact, our simple proof recovers Feit–Fine’s formula since it also applies if Z is replaced by
any Dedekind domain, including Fq[x].

On the other hand, R = Fq[x, y]/(x
b) and R = Fq[x, y]/(x

by) are the first examples of nonreduced

curves whose associated ẐR(t) (see (1.2)) is computed. The proof idea can be simply summarized
by: instead of viewing R as an Fq-algebra, view it as an Fq[x]-algebra and use the commuting endo-
morphism interpretation in place of the commuting matrix interpretation. The same proof actually
applies to b = 1 as well, recovering and generalizing the result of [Hua23] concerning the first singular
example of R. Remark 4.13 explains why our new formulas provide an indirect evidence to an analytic
conjecture in [Hua23].

It follows naturally from our framework that the question of finding |Cn,3(Fq)| (see Remark 1.1)
can be reduced to the problem of [Onn08] of counting conjugacy classes in the automorphism group
of any finite DVR modules. See §4.3, where we briefly discuss the prospect of this point of view.

In addition, as is not mentioned previously in the introduction, we address how the “framing tech-
nique” applies to our general setting in §3.3. This technique connects our module counting problem to a
submodule counting problem via a limiting process, which has played a crucial role in the computation
concerning y2 − xh = 0 in [HJ23a]. We also obtain related effective estimates.

The paper is organized as follows. In Section 2, we give some combinatorial preliminaries mainly
used in computing examples. In Section 3, we describe our general framework and give examples to
explain how it corresponds to well-known techniques in combinatorial species theory and counting
problems involving modules over associative algebras, quiver representations, finite coherent sheaves
over schemes, and permutations. In Section 4, we perform the explicit computations.

We conclude the introduction with our formula for the nonreduced nodal curve xby = 0:

Theorem 1.2 (Corollary 4.11). For b ≥ 1, using the notation (2.1), we have

∑
n≥0

#{(A,B) ∈ Matn(Fq) : AB = BA,AbB = 0}
|GLn(Fq)|

tn (1.3)

=
1

(t; q−1)∞
∏b

i=1(t
i; q−1)∞

∞∑
k=0

q−k2t(b+1)k

(q−1; q−1)k
(tq−(k+1); q−1)∞. (1.4)

2. Preliminaries

In this section, we collect some standard definitions and facts used later.

2.1. Some q-series. For n ≥ 0, we use the q-Pochhammer symbol

(a; q)n = (1− a)(1− aq) . . . (1− aqn−1), (a; q)∞ = (1− a)(1− aq)(1− aq2) . . . . (2.1)

We have Euler’s identity [And98, Eq. (2.2.5)]

∞∑
n=0

tn

(q; q)n
=

1

(t; q)∞
. (2.2)
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2.2. Formal Dirichlet series and filtered algebras. In this paper, we will treat Dirichlet series
with focus on their coefficients rather than convergence. More precisely, we work in the ring

DirC := {f(s) =
∞∑
n=1

an(f)n
−s : an(f) ∈ C}, (2.3)

called the ring of formal Dirichlet series over C. Addition and multiplication are performed in straight-
forward manners. For f ∈ DirC, we use an(f) to denote the n−s coefficient (called the n-th Dirichlet
coefficient) of f . For m ∈ Z≥1 and n ∈ Z, the substitution f(ms + n) is well-defined, giving a ring
homomorphism DirC → DirC sending f(s) to f(ms+ n).

A filtration on a commutative Q-algebra A is a flag of Q-subspaces F : A = F0A ⊇ F1A ⊇ . . .
such that FmA · FnA ⊆ Fm+nA. A filtration induces a structure of topological ring on A, in which
{FnA} is a system of neighborhoods of 0. A filtered Q-algebra is a commutative Q-algebra equipped
with a filtration. We say a filtered Q-algebra is complete if it is complete with respect to the topology
induced by its filtration.

Like the power series ring, the ring DirC is a complete filtered Q-algebra with filtration Fn(DirC) =
{f : a1(f) = · · · = an(f) = 0}.

2.3. Dedekind zeta function. Let S be a Dedekind domain such that the residue field of every
maximal ideal of S is finite and there are only finitely many maximal ideals of S with bounded
index. We say in this case that the Dedekind zeta function of S is defined. It is the case if S =
Z,Zp,Fq[T ],Fq[[T ]], or the ring of integers of any global or local number or function field.

The Dedekind zeta function of R is

ζR(s) =
∑
I⊆R

|R/I|−s ∈ DirC, (2.4)

summing over all finite-index ideals of R. We have the Euler product formula

ζR(s) =
∑
m

1

1− |S/m|−s
, (2.5)

where m ranges over all maximal ideals of S.

2.4. Partitions and DVR-modules. As usual, a partition is a sequence of nonincreasing integers
λ = (λ1, λ2, . . . ) that are eventually zero; the numbers λi that are positive are called parts of λ. We
identify a partition with its Ferrer–Young diagram, defined as set {(i, j) ∈ Z2 : 1 ≤ j ≤ λi}; the
element (i, j) of the set is called the cell at i-th row and j-th column. The transpose of a partition λ,
denoted by λ′, is the partition associated to the transpose Ferrer–Young diagram obtained by switching
rows and columns. The i-th part of λ′ is denoted by λ′

i. For i ≥ 1, let mi(λ) denote the number of
times i appears as a part in λ. The size of λ is |λ| :=

∑
i≥1 λi =

∑
i≥1 imi(λ), and the length of λ is

ℓ(λ) := λ′
1 =

∑
i≥1mi(λ).

Let S be a discrete valuation ring (DVR) with maximal ideal πS and residue field Fq. Then any
finite-cardinality module N over S is isomorphic to a unique module of the form

N ≃S
S

πλ1
⊕ · · · ⊕ S

πλl
, l ≥ 0, λ1 ≥ · · · ≥ λl > 0. (2.6)

We say the partition λ = (λ1, λ2, . . . , λl) is the type of N . We have |S/πa| = qa and |N | = q|λ|.
We will need the S-module structure of EndS(N). Given a, b ≥ 1, we have

HomS(S/π
a, S/πb) =

{
S/πbS, a ≥ b;

πb−aS/πbS, a ≤ b.
(2.7)

In particular, HomS(S/π
a, S/πb) ≃ S/πmin{a,b}. If N is of the form in (2.6), then EndS(N) =⊕

i,j≥1HomS(S/π
λi , S/πλj ). As a result, the type of N is the partition

1 · [λ1] + 3 · [λ2] + 5 · [λ3] + · · ·+ (2i− 1) · [λi] + . . . (2.8)
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consisting of (2i− 1) copies of the part λi for all i ≥ 1. We denote this partition by λ2. Note that the
parts of the transpose of λ2 are (λ2)′i = λ′2

i .

Lemma 2.1. Let N be a module of type λ over a DVR (S, π,Fq). Then

(a) |AutS(N)| = q
∑

i≥1 λ
′2
i
∏

i≥1(q
−1; q−1)mi(λ).

(b) |EndS(N)| = q
∑

i≥1 λ
′2
i .

Proof.

(a) See for instance [Mac15, p. 181].
(b) This follows from the description of EndS(N) above. □

2.5. Durfee squares. Given a partition λ, we arrange its Ferrer–Young diagram such that the (1, 1)-
cell is at the topleft. The (first) Durfee square of λ is the largest square that fits in the topleft corner
of λ. The Durfee square divides λ into three parts: the square itself, the subpartition to its right,
and the subpartition below it. For i ≥ 2, the i-th Durfee square λ is recursively defined as the Durfee
square of the subpartition below the (i− 1)-st Durfee of λ.

For i ≥ 1, we denote by σi(λ) the sidelength of the i-th Durfee square of λ, and we define the
Durfee partition of λ to be σ(λ) = (σ1(λ), σ2(λ), . . . ). Note that |σ(λ)| = ℓ(λ).

We will need the following identities in arguments involving Durfee squares:∑
λ:ℓ(λ)≤k

q|λ| =
1

(q; q)k
,

∑
λ:λ1≤k

q|λ|tℓ(λ) =
1

(tq; q)∞
,

∑
λ:λ1≤k,ℓ(λ)≤l

qλ =
(q; q)k+l

(q; q)k(q; q)l
. (2.9)

3. The general framework

3.1. Absolute Cohen–Lenstra series. Let R be a category such that every object has a finite
automorphism group, and the class Ob(R)/∼ of objects up to isomorphism (called the skeleton of
R) is an at most countable set. Let A be a commutative Q-algebra filtered by FnA that is complete
(see §2.2). Let µ : Ob(R)/∼ → A be any function such that µ−1(A \ FnA) is finite for all n ≥ 0. We
call µ a measure or statistics on R with values in A. Define the absolute Cohen–Lenstra series
of R with respect to µ by

ζ̂R,µ :=
∑

M∈Ob(R)/∼

1

|AutR(M)|
µ(M) ∈ A, (3.1)

noting that our assumption ensures that the countable sum converges in A.

Example 3.1.

(a) If R is a commutative ring that is finitely generated over Z, R = FinModR is the category of
finite-cardinality modules over R, A = DirC is the ring of formal Dirichlet series over C (see
§2.2), and µ(M) = |M |−s for a finite R-module M , then

ζ̂R,µ =
∑

M∈Ob(FinModR)/∼

1

|AutR(M)|
|M |−s =: ζ̂R(s) (3.2)

is the series classically considered by Cohen and Lenstra in [CL84].
(b) If Q = (Q0, Q1) is a (finite) quiver with vertex set Q0 = {x1, . . . , xv} and arrow set Q1, R is the

category of finite-dimensional quiver representations of Q over a finite field Fq, A is the power

series ring C[[t1, . . . , tv]] with the natural degree filtration, and µ(M) = td(M) := td11 . . . tdvv
with d(M) = (d1, . . . , dv) being the dimension vector of the quiver representation M , then

ζ̂R,µ =
∑

M∈Ob(R)/∼

1

|AutQ(M)|
td(M), (3.3)

which encodes the weighted count of quiver representations of any given dimension vector.
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(c) If X is a finite-type scheme over a finite field Fq, R is the category of finite-length coherent

sheaves over X, A = C[[t]] is the power series ring, and µ(M) = tdimFq H0(X;M), then

ζ̂R,µ =
∑

M∈Ob(R)/∼

1

|AutX(M)|
tdimFq H0(X;M), (3.4)

which is the Cohen–Lenstra series ẐX/Fq
(t) considered in [Hua23] that has a commuting variety

interpretation whenever X is affine.
(d) If G is a finitely presented group, R = FinSetG is the category of finite G-sets, A = C[[t]],

and µ(X) = t|X| where |X| is the cardinality of the underlying set of a G-set X, then

ζ̂R,µ =
∑

X∈Ob(R)/∼

1

|AutG(X)|
t|X|. (3.5)

A ubiquitous theme in such counting problem is the multiplication principle, which in various
contexts also appears as the exponentiation formula or the Euler product. We assume R is a category
that admits arbitrary finite direct sums, so R has an initial object. A strictly full subcategory R′

of R is a full subcategory such that M ∈ Ob(R′) and M ∼R M ′ imply M ′ ∈ Ob(R′).

Definition 3.2. We say a category R is the weak direct sum of an at most countable collection of
strictly full subcategories {Ri}i∈I , denoted by R =

⊕
i∈I Ri, if

(a) Each Ri contains the initial object of R.

(b) Every object M in R is isomorphic to a unique finite coproduct of the form
∐l

j=1Mij , where

l ≥ 0 and Mij ∈ Ob(Rij ).
(c) For every M ∈ Ob(R), in the decomposition above, the natural homomorphism

AutR(Mi1)× · · · ×AutR(Mil) → AutR(M) (3.6)

is a bijection.

Given a weak direct sum decomposition, we say a measure µ : Ob(R)/∼ → A is multiplicative if
µ(M) = µ(Mi1) . . . µ(Mil) in the notation above for every M ∈ Ob(R).

The following is clear from the definition.

Lemma 3.3. Given a weak direct sum decomposition R =
⊕

i∈I Ri and a multiplicative measure µ
with respect to it, we have

ζ̂R,µ =
∏
i∈I

ζ̂Ri,µ. (3.7)

Example 3.4.

(a) If R = FinModZ is the category of finite abelian groups, and Rp = FinModZp is the category
of finite abelian p-groups for each prime p, then we have a weak direct sum decomposition
R =

⊕
pRp. Note that the condition (c) of Definition 3.2 is met because there are no nontrivial

homomorphisms between groups with coprime orders. By taking µ(M) = |M |−s in the ring
DirC of formal Dirichlet series, we get the Euler product for the classical Cohen–Lenstra series

ζ̂Z(s) =
∏

p ζ̂Zp(s) as in [CL84].

(b) Similarly, if R is any finitely generated commutative ring over Z, then we have FinModR =⊕
mFinMod

R̂m
, where m ranges over all maximal ideals of R and R̂m denotes the completion

of R at m. This gives ζ̂R(s) =
∏

m ζ̂
R̂m

(s).

(c) If R = FinModZp , then every object in R is isomorphic to a unique direct sum of indecom-

posables, namely, Z/pi for i ≥ 1. However, if for i ≥ 1 we define Ri = {(Z/pi)n : n ≥ 0}, the
condition (c) is not verified because Aut(Z/p⊕ Z/p2) ̸= Aut(Z/p)×Aut(Z/p2).
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(d) If G is a finitely generated group and R = FinSetG is the category of finite G-sets, let {Xi}i∈I
be the collection of finite transitive G-sets up to isomorphism. (Concretely, the set corresponds
to the set of finite-index subgroups of G up to conjugation.) Let Ri = {n ·Xi : n ≥ 0}, where
n ·Xi denotes the disjoint union of n copies of Xi as a G-set. Then Definition 3.2(c) is met,

we have R =
⊕

iRi, and when µ(X) = t|X| Lemma 3.3 is read:∑
X∈Ob(FinSet)G/∼

1

|AutG(X)|
t|X| =

∏
i

∞∏
n=0

1

AutG(n ·Xi)
tn|Xi| (3.8)

=
∏
i

∞∏
n=0

1

n!|AutG(Xi)|n
tn|Xi| (3.9)

=
∏
i

exp

(
t|Xi|

|AutG(Xi)|

)
= exp

(∑
i

t|Xi|

|AutG(Xi)|

)
, (3.10)

recovering the well-known exponential formula in combinatorial species. Note that the expo-
nential form relies on a more explicit understanding of each Euler factor, which is not typically
available in the “linear” categories in the previous examples.

(e) Continuing the example above, but we let G = Zr and use a more refined measure ν(X) =

t|X|yk ∈ C[[t, y]], where k is the number of G-orbits in X. Then ν is still multiplicative respect

to the weak direct sum above, so the refined series ζ̂FinSetZr ,ν can be similarly computed. This
is precisely the method of [Whi13] in his simple alternative proof of Bryan–Fulman’s formula
[BF98] that counts commuting r-tuples of permutations (see also Example 3.7(d)).

3.2. Groupoid of representations relative to a forgetful functor. In this subsection, given a
faithful functor (thought of as a forgetful functor), we define a notion that directly generalizes the
commuting variety and representation variety (see Example 3.7(a)). Recall that a groupoid is a
category in which all morphisms are isomorphisms. A finite groupoid is a groupoid in which the
class of objects up to isomorphism is a finite set, and the automorphism group of each object is finite.
The cardinality of a finite groupoid X is defined as

|X| :=
∑

x∈Ob(X)/∼

|Aut(x)|−1 ∈ Q. (3.11)

Let R,S be categories that satisfy the assumptions at the beginning of §3.1. Fix a functor Φ : R →
S. Then for any object N in S, we define a groupoid

CN,Φ := {(M, ι) : M ∈ Ob(R), ι ∈ IsomS(Φ(M), N)}, (3.12)

where an isomorphism (M1, ι1)
∼−→(M2, ι2) is an isomorphism ϕ : M1 → M2 such that ι1 = ι2 ◦ Φ(ϕ).

We in addition assume Φ satisfies the property that CN,Φ is a finite groupoid for any N ∈ Ob(S).

Remark 3.5. In most (if not all) applications, the functor Φ will be faithful. In this case, CN,Φ

is a groupoid with no nontrivial automorphism: if (M, ι) ∈ CN,Φ and ϕ : (M, ι) → (M, ι) is an
automorphism, then ι = ι ◦Φ(ϕ). Since ι is an isomorphism, Φ(ϕ) is the identity morphism on Φ(M),
which implies ϕ is the identity on M as Φ is faithful. Hence, the groupoid cardinality of CN,Φ is the
usual cardinality of its skeleton and it is safe to regard CN,Φ as a usual set.

Equip CN,Φ with the natural action by AutS(N), namely, g · (M, ι) = (M, g ◦ ι) and g · ϕ = ϕ for
ϕ : (M, ι1) → (M, ι2), where g ∈ AutS(N). Define the groupoid

CohN,Φ = {M ∈ Ob(R) : Φ(M) ∼S N}, (3.13)

where an isomorphism M1
∼−→M2 is just an isomorphism M1 → M2 in R. The following connection

between CohN,Φ and a quotient groupoid is well-known.

Lemma 3.6. In the notation above, we have
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(a) CohN,Φ is equivalent to the quotient groupoid CN,Φ/AutS(N) (see the proof for a definition).
(b) |CohN,Φ| = |CN,Φ|/|AutS(N)|.
(c) For any measure µ : Ob(S)/∼ → A on S, we have

ζ̂R,µ◦Φ =
∑

N∈Ob(S)/∼

|CN,Φ|
|AutS(N)|

µ(N). (3.14)

Proof.

(a) Let G = AutS(N). Consider the quotient groupoid CN,Φ/G, namely, the groupoid with objects
in CN,Φ but with

IsomCN,Φ/G((M1, ι1), (M2, ι2)) = {(ϕ, g) : ϕ ∈ IsomR(M1,M2), g ∈ G such that ι2 ◦ Φ(ϕ) = g ◦ ι1}.
(3.15)

We claim the natural forgetful functor Ψ : CN,Φ/G → CohN,Φ is an equivalence of category. It is
clearly essentially surjective. To check fully faithfulness, consider (ϕ, g) ∈ IsomCN,Φ/G((M1, ι1), (M2, ι2)),

and note that Ψ((ϕ, g)) = ϕ. By the commutative square ι2 ◦Φ(ϕ) = g ◦ ι1 of isomorphisms in
S, giving any ϕ uniquely determines g. This verifies fully faithfulness and thus the claim.

(b) By (a), |CN,Φ/G| = |CohN,Φ|. It suffices to prove that the expected formula |CN,Φ/G| =
|CN,Φ|/|G| holds. Consider the natural functor between the skeleton sets Π : Ob(CN,Φ)/∼ →
Ob(CN,Φ/G)/∼. Fix [(M, ι)]CN,Φ/G ∈ Ob(CN,Φ/G)/∼, the isomorphism class of (M, ι) in

CN,Φ/G, and focus on its preimage simply denoted by Π−1(M, ι). Then for any isomorphism
(ϕ, g) : (M ′, ι′) → (M, ι) in CN,Φ/G, we have an isomorphism ϕ : (M ′, ι′) → (M, g−1ι) in CN,Φ.
Hence every element in Π−1(M, ι) is (not necessarily unique) of the form [(M, ι′)]CN,Φ

with
ι′ ∈ G · ι.

Let G act on Π−1(M, ι) by g · [(M, ι′)]CN,Φ
= [(M, g ◦ ι′)]CN,Φ

; the action is transitive by
the previous discussion. By summing over elements of Ob(CN,Φ/G)/∼, the desired formula
reduces to

1

|AutCN,Φ/G(M, ι)|
=

1

|G|
∑

x∈Π−1(M,ι)

1

|AutCN,Φ
(x)|

. (3.16)

To find |AutCN,Φ/G(M, ι)|, let (ϕ, g) be an automorphism of (M, ι). We note that ϕ can be an

arbitrary element of AutR(M), and g = ι−1Φ(ϕ)ι is determined by ϕ. Thus |AutCN,Φ/G(M, ι)| =
|AutR(M)|.

To find |AutCN,Φ
(x)|, where x = (M, ι′), let ϕ ∈ AutCN,Φ

(x). Then ι′ = ι′ ◦ Φ(ϕ), so
Φ(ϕ) = 1G. This shows |AutCN,Φ

(x)| = |ker(ΦM )|, where ΦM : AutR(M) → G is the group
homomorphism induced by Φ.

Since the summand on the right-hand side of (3.16) is constant in x, it remains to find
the (honest) cardinality of Π−1(M, ι). This is |G|/|Stab(M, ι)| by the orbit-stabilizer theorem,
where Stab(M, ι) consists of g ∈ G such that there exists ϕ ∈ AutR(M) such that ι = g◦ι◦Φ(ϕ).
This is equivalent to g ∈ ι · im(ΦM ) · ι−1, so |Stab(M, ι)| = |im(ΦM )|.

Now (3.16) reads

1

|AutR(M)|
=

1

|G|
· |G|
|im(ΦM )|

· 1

|ker(ΦM )|
, (3.17)

which is true.
(c) This follows immediately from (b). □

We note the flexibility of (3.14): given any measure µ on R, then one may use any category S
together with a functor Φ : R → S through which µ factors to give a “commuting variety” interpreta-

tion of ζ̂R,µ. Objects that can be recognized as CN,Φ are ubiquitous in mathematics, and CN,Φ can be
viewed as the set of all possible ways to upgrade a fixed underlying S-object N to an R-object. Such
a set is often thought of as a representation variety, and often has a concrete description in commuting
endomorphisms, but see also Example 3.7(e) below.
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Example 3.7. In the following examples, Φ is faithful, so CN,Φ is a set by Remark 3.5.

(a) Let R = Fq[T1, . . . , Tm]/(f1, . . . , fr), R = FinModR, S = FinModFq , and Φ is the usual
forgetful functor, then objects in S are just Fq

n for some n ≥ 0, and

CFq
n,Φ = {(A1, . . . , Am) ∈ Matn(Fq)

m : AiAj = AjAi, fj(A1, . . . , Am) = 0}. (3.18)

This is the set of Fq-points of the usually considered representation variety of R, or a commuting
variety with relations. We shall denote Cn(R) = Cn,Fq(R) := CFq

n,Φ. It is also denoted by
(SpecR)(Matn(Fq)) in [HOS23], called the set of n × n matrix points on SpecR. Note also
that Cn(R) = HomAssoAlgFq

(R,Matn(Fq)).

(b) More generally, if S is any finitely generated commutative ring over Z,

R = S{T1, . . . , Tm}/(f1, . . . , fr)

is a finitely presented associated algebra over S with noncommutative generators Ti and rela-
tions fj , R is the category of finite-cardinality left R-modules, S = FinModS , and Φ is the
usual forgetful functor, then for any N ∈ FinModS , we have

CN,Φ = CN,S(R) := {(A1, . . . , Am) ∈ EndS(N)m : fj(A1, . . . , Am) = 0}. (3.19)

Furthermore, if µ(N) = |N |−s for N ∈ Ob(S)/∼, then (3.14) reads∑
M∈Ob(R)/∼

|M |−s

|AutR(M)|
=

∑
N∈Ob(S)/∼

|CN,S(R)|
|AutS(N)|

|N |−s. (3.20)

(c) The category R above can be viewed as the category of S-coefficient representations of a 1-
vertex quiver with m self-loops and relations f1, . . . , fr. One can readily extend the above to
any finite quiver with v vertices, if we set S = {(N1, . . . , Nv) : Ni ∈ FinModS}. If S = k is a
field, then CN,Φ can be considered the variety of representations. The natural forgetful functor
R → S can be viewed as “taking the dimension vector”.

(d) If G = ⟨s1, . . . , sm|w1, . . . , wr⟩ is a finitely presented group with generators si and relations wj ,
R = FinSetG, S = FinSet is the category of finite sets, and Φ is the usual forgetful functor,
then objects in S are just [n] = {1, . . . , n} for n ≥ 0, and

C[n],Φ := {(g1, . . . , gm) ∈ (Σn)
m : wj(g1, . . . , gm) = 1}, (3.21)

where Σn is the permutation group. If µ(X) = t|X| for X ∈ S, then (3.14) reads

∑
X∈Ob(R)/∼

1

AutG(X)
t|X| =

∞∑
n=0

|C[n],Φ|
tn

n!
. (3.22)

In particular, if G = Zr, then C[n],Φ is the set of m-tuples of commuting permutations in Σn;
see also Example 3.4(e).

(e) One can generalize (a) to a scheme-theoretic setting. Let π : X → Y be a morphism between
finite-type separated schemes over SpecZ. Let R,S be the category of finite-length coherent
sheaves on X, Y , respectively. Let Φ = π∗ be the pushforward functor. Then CN,Φ is defined,
and when Y = SpecFq, Cn(X) = Cn,Fq(X) := CFq

n,Φ is the natural extension of the commuting
variety to the non-affine case, and it parametrizes finite-length coherent sheaves M on X
together with an ordered Fq-basis of H0(X;M) (see [HJ23b, Appendix B]). However, even
when X = P1

Fq
, Cn(X) does not seem to have a concrete description. The natural upgrade of

(a) is the statement that CN,Φ = HomAssoAlgOY
(OX , EndOY

(N)), which holds when π is affine

but not in general.
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3.3. Framing and stability. A fruitful idea to compute the absolute Cohen–Lenstra series is to
consider a framed2 analogue and taking the limit as the framing rank approaches infinity. We make it
precise in the setting of Example 3.7(b); it should take no extra effort to generalize it further to the
quiver setting in Example 3.7(c). See Remark 3.16 for its existing applications.

Fix a commutative ring S, and a finitely presented associative S-algebra

R = S{T1, . . . , Tm}/(f1, . . . , fr). (3.23)

For a finite-cardinality S-module N , let

CN,S(R) = {(A1, . . . , Am) ∈ EndS(N)m : fj(A1, . . . , Am) = 0 for 1 ≤ j ≤ r} (3.24)

and

CohN,S(R) = CN,S(R)/AutS(N) = {groupoid of R-modules with underlying S-module N}. (3.25)

For A ∈ CN,S(R), we use (N,A) to denote the R-module structure on N determined by A.
Now for d ≥ 0, consider

CN,S(R)×Nd = {(A, v1, . . . , vd) : A ∈ CN,S(R), v1, . . . , vd ∈ N}. (3.26)

To each (v1, . . . , vd) above we associate a homomorphism of left R-modules v : Rd → (N,A) (called
framing) given by v(ei) = vi, where ei is the standard basis vector of Rd. Then we equivalently have

CN,S(R)×Nd = {(A, v) : A ∈ CN,S(R), v ∈ HomR(R
d, (N,A))}. (3.27)

We say a framing v is stable if v is surjective, and define

[CN,S(R)×Nd]st = {(A, v) : A ∈ CN,S(R), v ∈ SurjR(R
d, (N,A))}. (3.28)

Let AutS(N) act on the set CN,S(R)×Nd by

g · ((A1, . . . , Am), v1, . . . , vd) := ((gA1g
−1, . . . , gAmg−1), gv1, . . . , gvd). (3.29)

Finally, we define the set3

QuotRd,N,S = Quotd,N,S(R) := {E ⊆R Rd is a left R-submodule : Rd/E ∼S N}. (3.30)

The following summarizes the basic connections between these objects.
Lemma 3.8.

(a) The above action induces a free action of AutS(N) on [CN,S(R)×Nd]st.

(b) The map [CN,S(R)×Nd]st → QuotRd,N,S given by (A, v) 7→ ker(v) induces a bijection

[CN,S(R)×Nd]st/AutS(N)
∼−→QuotRd,N,S . (3.31)

(c) |QuotRd,N,S | =
∣∣[CN,S(R)×Nd]st

∣∣
|AutS(N)|

.

Proof. The freeness of the action is crucially due to the surjectivity condition on [CN,S(R) × Nd]st:

Suppose (A, v) ∈ [CN,S(R) × Nd]st, g ∈ AutS(N), and g · (A, v) = (A, v). We note that gw(A)v =
w(gAg−1)gv for any word w in A1, . . . , Am. Combined with our assumption on g, we get gw(A)v =
w(A)v. By the stability assumption, elements of the form w(A)v generate N as an S-module. This
implies g is identity on N , proving the freeness of the action.

The proof of the remaining assertions is left to the readers. □

Our next goal is to bound the proportion of framings that are not stable.

Lemma 3.9. If S is a commutative local ring with maximal ideal m and residue field Fq, and N is
a finite S-module. Let r = dimFq N/mN . Then the probability that uniformly random v1, . . . , vd ∈ N

generate N as an S-module is given by (q−(d−r+1); q−1)r if d ≥ r, and 0 otherwise.

2Framing and stability are taken from terminologies in quiver varieties and have analogous meanings, see [Gin12].
3The following construction corresponds to the geometric notion of Quot scheme, hence the notation; see [HJ23a].
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Remark 3.10. We do not have to assume S is Noetherian. Since N is finite, Nakayama’s lemma still
applies.

Proof. By Nakayama’s lemma, v1, . . . , vd generate N if and only if their images generate N/mM , so
the desired probability is the probability that an Fq-linear map Fq

d → Fq
r be surjective. □

Lemma 3.11. Let S be a commutative ring and N is a finite S-module. Then

Prob
v1,...,vd∈N

(Sv1 + · · ·+ Svd ̸= N) ≤ 2|N | log|N | · 2−d. (3.32)

Proof. Let V be the support of N (the set of maximal ideals such that the localization Nm is nonzero),
so that N =

⊕
m∈V Nm. For m ∈ V , write qm = |S/m| and rm = dimFqm

Nm/mNm. Note that rm ≥ 1
by Nakayama’s lemma, and qrmm ≤ |Nm|. By Lemma 3.9 and the fact that v1, . . . , vd generate N if and
only if for every m their images generate Nm, we have

Prob
v1,...,vd∈N

(Sv1 + · · ·+ Svd = N) =
∏
m∈V

(q
−(d−rm+1)
m ; q−1

m )rm . (3.33)

By the elementary inequality ϵ ≤ − log(1−ϵ) ≤ (2 log 2)ϵ for 0 ≤ ϵ ≤ 1/2, we have for d ≥ maxm{rm}:
1− Prob

v1,...,vd∈N
(Sv1 + · · ·+ Svd = N) (3.34)

≤ − log
∏
m∈V

(q
−(d−rm+1)
m ; q−1

m )rm =
∑
m

rm∏
i=1

− log(1− q
−(d−rm+i)
m ) (3.35)

≤
∑
m

rm∑
i=1

(2 log 2)q
−(d−rm+i)
m (3.36)

≤ 2 log 2
∑
m

q−1
m

1− q−1
m

qrmm q−d
m . (3.37)

Since |N | =
∏

m∈V qrmm ≥
∏

m∈V 21, we have |V | ≤ log|N |/ log 2. Using the bounds qm ≥ 2, q−1
m

1−q−1
m

≤
1, and qrmm ≤ |N |, we get

2 log 2
∑
m

q−1
m

1− q−1
m

qrmm q−d
m ≤ (2 log 2)

log|N |
log 2

|N |2−d, (3.38)

which proves the desired inequality. Finally, we may remove the assumption d ≥ maxm{rm}: noting

that |N | =
∏

m∈V qrmm ≥ 2maxm{rm}, so 2d ≥ N implies d ≥ maxm{rm}; on the other hand, if N > 2d

(so N ≥ 2), the inequality (3.32) is vacuous since the right-hand side is at least 2 log 2 > 1. □

Corollary 3.12. In the notation above,∣∣CN,S(R)×Nd
∣∣− ∣∣[CN,S(R)×Nd]st

∣∣
|CN,S(R)×Nd|

≤ 2|N | log|N | · 2−d. (3.39)

Proof. If v1, . . . , vd ∈ N do not generate (N,A) as an R-module, then v1, . . . , vd do not generate
N as an S-module. Therefore, (CN,S(R) × Nd) \ [CN,S(R) × Nd]st is contained in the locus where

Sv1 + · · ·+ Svd ̸= N . By Lemma 3.11, the conditional probability that (A, v) ∈ [CN,S(R)×Nd]st for

fixed A /∈ CN,S(R) and uniformly random v1, . . . , vd ∈ N is bounded above by 2|N | log|N | ·2−d. Hence
so is the unconditional probability. □

We now state and prove an effective “framing rank → ∞” formula, which is the goal of the section.

Proposition 3.13. Let S be a commutative ring and R be a finitely presented associative S-algebra.
Then for any finite-cardinality S-module N , we have

0 ≤ |CohN,S(R)| −
|QuotRd,N,S |

|N |d
≤ 2|N | log|N ||CohN,S(R)| · 2−d. (3.40)
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In particular,

|CohN,S(R)| = lim
d→∞

|QuotRd,N,S |
|N |d

. (3.41)

Proof. The desired inequality follows from multiplying the both sides of (3.39) by
|CN,S(R)×Nd|
|N |d|AutS(N)| , and

substituting (3.25) and Lemma 3.8(c). □

Remark 3.14. By the same proof, if the residue field cardinality of every m in the support of N is
at least q (for example, when S is an algebra over Fq, or Zp with q = p), then we have a better bound

0 ≤ |CohN,S(R)| −
|QuotRd,N,S |

|N |d
≤ |N | log|N ||CohN,S(R)| · q1−d. (3.42)

If S is a finitely generated commutative ring over Z, or a completion thereof, then (3.41) has a
zeta-function interpretation. Define a formal Dirichlet series (called the Quot zeta function of rank
d over R)

ζRd(s) :=
∑

E⊆RRd

|Rd/E|−s, (3.43)

where the sum ranges over left R-submodules of finite index in Rd. Grouping all E in terms of the
S-module structure of Rd/E gives

ζRd(s) =
∑

N∈Ob(FinModS)/∼

|QuotRd,N,S ||N |−s. (3.44)

Also recall the Cohen–Lenstra zeta function ζ̂R(s) defined in Example 3.1(a).

Proposition 3.15. Assume the notation above, and let an(·) denote the n−s coefficient of a formal
Dirichlet series. Then for d ≥ 0,

0 ≤ an(ζ̂R(s))− an(ζRd(s+ d)) ≤ 2n log n · an(ζ̂R(s)) · 2−d. (3.45)

As a consequence, we have a coefficientwise limit of formal Dirichlet series

ζ̂R(s) = lim
d→∞

ζRd(s+ d). (3.46)

Proof. For n ≥ 1, let Sn denote the set {N ∈ Ob(FinModS)/∼ : |N | = n}. Then we have an(ζ̂R(s)) =∑
N∈Sn

|CohN,S(R)| and an(ζRd(s+ d)) =
∑

N∈Sn
|QuotRd,N,S ||N |−d. By (3.40),

0 ≤ an(ζ̂R(s))− an(ζRd(s+ d)) =
∑
N∈Sn

(
|CohN,S(R)| − |QuotRd,N,S ||N |−d

)
(3.47)

≤ 2n log n
∑
N∈Sn

|CohN,S(R)|2−d (3.48)

= 2n log n · an(ζ̂R(s)) · 2−d. □

Remark 3.16. The idea of approximating ζ̂R(s) by framed analogues has appeared implicitly in
[CL84] when they considered the “k-weight”, see for example [CL84, Proposition 3.1]. In [HJ23a], this
idea was crucially used to compute the Cohen–Lenstra zeta functions for some singular curves.

4. Applications

4.1. Polynomial ring in one variable over a Dedekind domain. Let S be a Dedekind domain
such that the Dedekind zeta function ζS(s) is defined (see §2.3), and let R = S[T ] be the polynomial

ring in one variable. Our first goal is to compute the Cohen–Lenstra zeta function ζ̂R(s).
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Lemma 4.1. If (S, π,Fq) is a DVR, then

ζ̂S[T ](s) =
∏
i,j≥1

1

1− q1−is−j
. (4.1)

Proof. By (3.20) applied to R = S[T ], we have

ζ̂S[T ](s) =
∑

N∈Ob(FinModS)/∼

|EndS(N)|
|AutS(N)|

|N |−s. (4.2)

Since finite modules over S are classified by partitions (see §2.4), by Lemma 2.1, we get

ζ̂S[T ](s) =
∑
λ

q
∑

i≥1 λ
′2
i

q
∑

i≥1 λ
′2
i
∏

i≥1(q
−1; q−1)mi(λ)

q−s|λ| (4.3)

=
∑

m1,m2,···≥0

1

(q−1; q−1)mi

q−s
∑

i≥1 imi (4.4)

=
∏
i≥1

∞∑
m=0

(q−is)m∏
i≥1(q

−1; q−1)m
(4.5)

=
∏
i≥1

1

(q−is; q−1)∞
=
∏
i,j≥1

1

1− q−isq1−j
, (4.6)

as required. □

Proposition 4.2. If S is a Dedekind domain with a well-defined Dedekind zeta function, then

ζ̂S[T ](s) =
∏
i,j≥1

ζS(is+ j − 1). (4.7)

Proof. Let R = FinModS[T ] and Rm = FinModSm[T ] for a maximal ideal m of S. Denote qm :=

|S/m|. Use the measure µ(M) = |M |−s. Then the hypothesis of Lemma 3.3 is verified, giving

ζ̂S[T ](s) =
∏

m ζ̂Sm[T ](s). By Lemma 4.1 applied to Sm, we get

ζ̂S[T ](s) =
∏
m

∏
i,j≥1

1

1− q1−is−j
m

=
∏
i,j≥1

ζS(is+ j − 1) (4.8)

by the Euler product (2.5), proving the claimed formula. □

We recover the famous formula of Feit–Fine.

Corollary 4.3 (Feit–Fine [FF60]). We have∑
n≥0

#{(A,B) ∈ Matn(Fq) : AB = BA}
|GLn(Fq)|

tn =
∏
i,j≥1

1

1− tiq2−j
. (4.9)

Proof. Set t = q−s. The left-hand side can be recognized as ζ̂Fq [x,y](s) (for instance, by (3.20) with
R = Fq[x, y] and S = Fq). To obtain the right-hand side, we apply Proposition 4.2 with S = Fq[x],
and substitute

ζFq [x](s) =
1

1− q1−s
. (4.10)

□

One can easily recover relevant formulas and asymptotics from our Dirichlet series. For example,
let an be the number of modules M over Z[T ] with cardinality n up to isomorphism, counted with

weight 1/|AutZ[T ](M)|. Then ζ̂Z[T ](s) =
∑

n≥1 ann
−s. From Proposition 4.2 with S = Z, ζ̂Z[T ](s) is
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holomorphic on ℜ(s) > 1/2 except a pole at s = 1 with residue
∏

j≥2 ζ(j)
j . By a Tauberian theorem

(for instance [CL84, Lemma 5.2]), we conclude that

N∑
n=1

an ∼

∏
j≥2

ζ(j)j

 logN as N → ∞. (4.11)

As for the exact formula, we have

an =
∑

(nij)i,j≥1,
∏

i,j n
i
ij=n

n1−j
ij . (4.12)

Using Proposition 3.15, we can bound a related quantity. Let bd,n be the number of Z[T ]-submodules

of Z[T ]d of index n. Then ζRd(s) =
∑

n≥1 bd,nn
−s. By Proposition 3.15 and noting that the n-th

Dirichlet coefficient if ζRd(s+ d) is n−dbd,n, we get

bd,n =
(
nd +O(2n log n · (n/2)d)

)
an, (4.13)

where the implied constant in big-O is absolute (in fact, 1 suffices). In view of the work [MR18] on
Fq[x, y] and the analogy between Fq[x] and Z, the exact computation of bd,n is expected to be difficult.

4.2. Some nonreduced curves. One motivation of this subsection is to compute the Cohen–Lenstra
series of some possibly nonreduced curves in a plane, namely, xb = 0 and xby = 0. These amount to
counting solutions to the systems of matrix equations {AB = BA,Ab = 0} and {AB = BA,AbB = 0},
respectively. However, we will prove more general formulas that also apply to situations without a
commuting matrix interpretation.

4.2.1. Fix b ≥ 1, and let (S, π,Fq) be a discrete valuation ring. We first compute ζ̂S[T ]/(πb).

Lemma 4.4. In the setting above, we have

ζ̂S[T ]/(πb) =

b∏
i=1

∏
j≥0

1

1− q−is−j
. (4.14)

Proof. By viewing S[T ]/(πb) = (S/πb)[T ] as an algebra over S/πb, (3.20) reads

ζ̂S[T ]/(πb)(s) =
∑

N∈Ob(FinMod
S/πb )/∼

|EndS(N)|
|AutS(N)|

|N |−s. (4.15)

Since finite modules over S/πb are finite modules over S whose types have parts bounded above by b,
the same argument as Lemma 4.1 gives

ζ̂S[T ]/(πb)(s) =
∑

λ:λ1≤b

q
∑

i≥1 λ
′2
i

q
∑

i≥1 λ
′2
i
∏

i≥1(q
−1; q−1)mi(λ)

q−s|λ| (4.16)

=
∑

m1,m2,...,mb≥0

1∏
i≥1(q

−1; q−1)mi

q−s
∑

i≥1 imi (4.17)

=

b∏
i=1

∏
j≥0

1

1− q−is−j
, (4.18)

as desired. □

Corollary 4.5. We have∑
n≥0

#{(A,B) ∈ Matn(Fq) : AB = BA,Ab = 0}
|GLn(Fq)|

tn =

b∏
i=1

∏
j≥0

1

1− tiq−j
. (4.19)
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Proof. The left-hand side is ζ̂Fq [x,y]/xb(s) with t = q−s. Then apply Lemma 4.4 with S = Fq[x] and
π = x. □

4.2.2. Next, we compute ζ̂S[T ]/(πbT ) for b ≥ 1 and a DVR (S, π,Fq). We first study an auxiliary series
that will appear in the computation.

Definition 4.6. Define the power series

Ẑ(t, u, q) :=
∑
λ

q
∑

i≥1 λ
′2
i∏

i≥1(q; q)mi(λ)
t|λ|uℓ(λ) ∈ Z[[t, u, q]]. (4.20)

Note that if we let S be as above, set t = q−s as usual, and consider the measure ν(N) =

|N |−sudimFq N/πN ∈ C[[t, u]] for N ∈ FinModS , then

Ẑ(t, u, q−1) = ζ̂FinModS ,ν . (4.21)

When u = 1, by recognizing that ζ̂FinModS ,ν |u=1 = ζ̂S(s), we have by [CL84]

Ẑ(t, 1, q) =
1

(tq; q)∞
. (4.22)

Other specializations of u, such as u = tb where b ≥ 1, do not seem to have a product form. However,

we have the following formula. (For experts: it is a basic hypergeometric series 0ϕ1

[
−
tq
; q, tuq

]
.)

Lemma 4.7. We have

Ẑ(t, u, q) =

∞∑
k=0

qk
2
tkuk

(q; q)k(tq; q)k
. (4.23)

Moreover, (tq; q)∞Ẑ(t, u, q) converges for t, u ∈ C and |q| < 1.

Proof. Suppose the Durfee partition of a partition Λ is σ(Λ) = λ′ (for terminology and notation, see
§2.5), then Λ can be built from all its Durfee squares, the subpartition to the right of the first Durfee
square, the subpartition to the right of the second Durfee squares and below the first Durfee square,
and so on. Combined with (2.9) and mi(λ) = λ′

i − λ′
i+1, we thus have

q
∑

i≥1 λ
′2
i∏

i≥1(q; q)mi(λ)
=

∑
Λ:σ(Λ)=λ′

qΛ (4.24)

Summing over all λ, and setting λ′ = σ(Λ) and k = ℓ(λ) = λ′
1 = σ1(Λ), we get

Ẑ(t, u, q) =
∑
Λ

qΛtℓ(Λ)uσ1(Λ) (4.25)

=
∞∑
k=0

uk
∑

Λ:σ1(Λ)=k

qΛtℓ(Λ). (4.26)

Given k, a partition Λ with σ1(Λ) = k is determined by a partition Λ(1) with ℓ(Λ(1)) ≤ k and a

partition Λ(2) with Λ
(2)
1 ≤ k. It follows that∑

Λ:σ1(Λ)=k

qΛtℓ(Λ) =
∑

Λ(1),Λ(2)

qk
2+|Λ(1)|+|Λ(2)|tk+ℓ(Λ(2)) (4.27)

= qk
2
tk
∑
Λ(1)

q|Λ
(1)|
∑
Λ(2)

q|Λ
(2)|tℓ(Λ

(2)) =
qk

2
tk

(q; q)k(tq; q)k
, (4.28)

where the last equality is by (2.9) again. This finishes the proof of (4.23).
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Finally, when t, u ∈ C and |q| < 1, the convergence of

(tq; q)∞Ẑ(t, u, q) =
∞∑
k=0

qk
2
tkuk

(q; q)k
(tqk+1; q)∞ (4.29)

results from the rapidly decaying factor qk
2
, see the argument of [Hua23, Proposition 5.1(a)]. □

Proposition 4.8. Let b ≥ 1 and (S, π,Fq) be a DVR. Set t = q−s. Then

ζ̂S[T ]/(πbT )(s) =

 b∏
i=1

∏
j≥0

1

1− tiq−j

 ∞∑
k=0

q−k2tb+1

(q−1; q−1)k(tq−1; q−1)k
. (4.30)

Proof. By viewing S[T ]/(πbT ) as an algebra over S, (3.20) reads

ζ̂S[T ]/(πbT )(s) =
∑

N∈Ob(FinModS)/∼

#{A ∈ EndS(N) : πbA = 0}
|AutS(N)|

|N |−s. (4.31)

Note that {A ∈ EndS(N) : πbA = 0} is the πb torsion EndS(N)[πb] of EndS(N), and taking the πb

torsion of a finite S-module amounts to keeping only the first b columns of its partition. Recall also
that if the type of N is λ, then the type of EndS(N) is λ2 (see the notation in (2.4)). Thus,∣∣∣EndS(N)[πb]

∣∣∣ = q
∑b

i=1 λ
′2
i . (4.32)

It follows that if we set t = q−s, then

ζ̂S[T ]/(πbT )(s) =
∑
λ

q
∑b

i=1 λ
′2
i

q
∑

i≥1 λ
′2
i
∏

i≥1(q
−1; q−1)mi(λ)

t|λ| (4.33)

=
∑
λ

q−
∑

i≥b+1 λ
′2
i

(q−1; q−1)mi(λ)
t|λ|. (4.34)

We now factorize this series. Note that λ′
i = mi(λ) +mi+1(λ) + . . . , so

∑
i≥b+1 λ

′2
i depends only on

mi(λ) with i ≥ b+ 1. As a result,

ζ̂S[T ]/(πbT )(s) =

(
b∏

i=1

1

(q−1; q−1)mi

timi

) ∑
mb+1,mb+2···≥0

q−
∑

i≥b+1 λ
′2
i∏

i≥b+1(q
−1; q−1)mi

t
∑

i≥b+1 imi . (4.35)

For each λ, consider a partition ρ given by mi(ρ) = mb+i(λ); equivalently, ρ is obtained from λ by
removing the first b columns. Hence,∑

mb+1,mb+2···≥0

q−
∑

i≥b+1 λ
′2
i∏

i≥b+1(q
−1; q−1)mi

t
∑

i≥b+1 imi =
∑
ρ

q−
∑

i≥1 ρ
′2
i∏

i≥1(q
−1; q−1)mi(ρ)

t|ρ|+b·ℓ(ρ) = Ẑ(t, tb, q−1).

(4.36)
By (2.2) and (4.23), we finally get

ζ̂S[T ]/(πbT )(s) =
1∏b

i=1(t
iq−1; q−1)∞

Ẑ(t, tb, q−1) (4.37)

=

 b∏
i=1

∏
j≥0

1

1− tiq−j

 ∞∑
k=0

q−k2tb+1

(q−1; q−1)k(tq−1; q−1)k
, (4.38)

finishing the proof. □
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4.2.3. We now prove a global analogue. Define

H(t, u, q) := (tq; q)∞Ẑ(t, u, q) =

∞∑
k=0

qk
2
tkuk

(q; q)k
(tqk+1; q)∞ ∈ Z[t, u, q], (4.39)

and we recall that H(t, u, q) converges when t, u ∈ C and |q| < 1. Note also that H(t, 1, q) = 1 from
(4.22). We need the following restatement of Proposition 4.8.

Lemma 4.9. If (S, π,Fq) is a DVR, then

ζ̂S[T ]/(πbT )

ζ̂S(s)ζ̂S[T ]/(πb)(s)
= H(q−s, q−bs, q−1). (4.40)

Proof. This follows directly from Proposition 4.8, Lemma 4.4, and the well-known ζ̂S(s) = (q−1−s; q−1)−1
∞ .
□

We are ready to move on to the global setting. Let S be a Dedekind domain such that the Dedekind
zeta function is defined. Let a be a nonzero ideal of S, so a has a unique factorization a =

∏
mmbm

into product of maximal ideals, where all but finitely many bm are zero. Let qm = |S/m| and V =
V (a) = {m : bm ̸= 0}.
Proposition 4.10. In the notation above,

ζ̂S[T ]/(aT )(s) =

( ∞∏
i=1

ζS(s+ i)

) ∏
m∈V (a)

H(q−s
m , q−bms

m , q−1
m )

bm∏
i=1

∏
j≥0

1

1− q−is−j
m

. (4.41)

Proof. Using Lemma 3.3 in a way analogous to the proof of Proposition 4.2, we get

ζ̂S[T ]/(aT )(s)

ζ̂S(s)ζ̂S[T ]/a(s)
=
∏
m∈V

ζ̂Sm[T ]/(mbmT )(s)

ζ̂Sm(s)ζ̂Sm[T ]/mbm (s)
=
∏
m∈V

H(q−s
m , q−bms

m , q−1
m ) (4.42)

by the preceeding lemma. The claimed formula follows from ζ̂S[T ]/a(s) =
∏

m ζ̂Sm[T ]/mbm (s), Lemma

4.4, and the famous formula of Cohen and Lenstra [CL84, §7]: ζ̂S(s) =
∏∞

i=1 ζS(s+ i). □

Corollary 4.11. Let b ≥ 1. Setting t = q−s, we have

ζ̂Fq [x,y]/(xby)(s) =
∑
n≥0

#{(A,B) ∈ Matn(Fq) : AB = BA,AbB = 0}
|GLn(Fq)|

tn (4.43)

=
1

(t; q−1)∞
∏b

i=1(t
i; q−1)∞

∞∑
k=0

q−k2t(b+1)k

(q−1; q−1)k
(tq−(k+1); q−1)∞. (4.44)

Proof. Let S = Fq[x] and a = (xb), then the only nonzero bm is bm = 1 for m = (x). The rest follows
from Proposition 4.10 and Equation (4.10). □

Remark 4.12. The case b = 1 recovers a result that has three distinct proofs so far: two from matrix
counting ([Hua23], [FG22]) and one using the framing technique in §3.3 ([HJ23a]). Even in this case,
our proof is different from all those three.

Remark 4.13. A cleaner restatement of (4.44) is probably

ζ̂Fq [x,y]/(xby)(s)

ζ̂Fq [x,y]/(y)(s)ζ̂Fq [x,y]/(xb)(s)
= H(t, tb, q−1), (4.45)

obtained directly from (4.42). We note that xby = 0 is a union of the line y = 0 and the thickened
line xb = 0. The convergence of H(t, tb, q−1) for all t provides a nonreduced evidence to the author’s
conjecture [Hua23] that quotients of Cohen–Lenstra series arising from “desingularization” should be
entire.
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4.3. Towards commuting triples. The main idea of §3 naturally leads to the observation that
counting commuting triples of matrices over Fq is determined by counting conjugacy classes (or ir-
reducible representations over C) of the finite group Gλ(q) := AutFq [[x]](Nλ) for every partition λ,
where Nλ is an Fq[[x]]-module of type λ. We briefly explain why. By the orbit-stabilizer theorem,
the count of conjugacy classes of Gλ(q) determines the number of commuting pairs in Gλ(q). This

is |CNλ,Fq [[x]](Fq[[x]][y
±1, z±1])|.4 By (3.20), knowing this for all λ determines ζ̂Fq [[x]][y±1,z±1](s). By a

general machinery in algebraic geometry called the power structure (see [BM15]), this and ζ̂Fq [x,y,z](s)
determine each other.

While counting conjugacy classes inGλ(q) is probably an equally hard problem in general, it has been
approached by techniques that seem remote from the standard toolkits in the research on commuting
varieties. It is even conjectured [Onn08] that this count is a polynomial in q for every λ, as is mentioned
in the introduction §1. If true, Onn’s conjecture would imply that |Cn,3(Fq)| is a polynomial in q, so
that extracting its leading term would give the dimension of Cn,3(C).
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