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Abstract

Fix an integer d ≥ 1. We count full-rank Fq[[T ]]-submodules of Fq[[T ]]
d of a given index

and prove a formula analogous to Solomon’s formula [26] over Z. We interpret Solomon’s
method in our setting as a Gröbner stratification with respect to a “lex” monomial order,
and we describe an alternative stratification by considering an “hlex” monomial order.
The Gröbner stratification in the hlex monomial order gives rise to a “total distance”
statisticsW and certain “spiral shifting” operators g1, . . . , gd on the setX = Nd of d-tuples
of nonnegative integers. These combinatorial structures turn out to be of independent
interest beyond giving an alternative proof of Solomon’s formula over Fq[[T ]]. We show
that these operators commute, and collectively act on X freely and transitively, which in
particular gives a nontrivial self-bijection on Nd. We give a formula on how gj interacts
with the W -statistics on X, leading to a rational formula for the generating function for
W -statistics over any forward orbit in X under these operators. Unlike the one used by
Solomon, our Gröbner stratification encodes the Smith normal form, which leads to an
alternative proof of a result of Petrogradsky.

1 Introduction

Counting algebraic objects such as modules and rings frequently leads to interesting zeta func-
tions [8, 16, 19]. Counting submodules of a given module is no exception. Consider the Solomon
zeta function

ζZ(Zd; s) =
∑
M

(Zd : M)−s, (1.1)

where the sum extends over all finite-index submodules (or lattices) of Zd, and (Zd : M) denotes
the index of M . In 1977, Solomon [26] proved a beautiful formula

ζZ(Zd; s) = ζ(s)ζ(s− 1) . . . ζ(s− d+ 1) (1.2)
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using the Hermite normal form; see also four other proofs in the monograph [20]. The motivation
of this paper is an analogous formula over the power series ring Fq[[T ]]:∑

M

tdimFq (Fq [[T ]]d/M) =
1

(1− t)(1− tq) . . . (1− tqd−1)
, (1.3)

where the sum extends over all finite-index submodules of Fq[[T ]]
d.

Solomon’s proof applies to any Dedekind domain R with a well-defined Dedekind zeta
function ζR(s), giving the direct analog of (1.2):

ζR(R
d; s) = ζR(s)ζR(s− 1) . . . ζR(s− d+ 1), (1.4)

and hence (1.3) as a special case. The content of this paper concerns a different proof as well as
several independently interesting combinatorial objects arising from it. In order to introduce
our proof, we shall first explain Solomon’s proof of (1.3) in the context of Gröbner basis theory
[15]. The theory of the Hermite normal form states that every finite-index submodule M of
Fq[[T ]]

d can be uniquely expressed as the column span of a matrix of the form

M = im


T n1

a21(T ) T n2

...
...

. . .

ad1(T ) ad2(T ) · · · T nd

 , (1.5)

where ni ≥ 0 and each aij(T ) is a polynomial in T of degree strictly less than ni. (We say the
zero polynomial to have degree −1.) Therfore, the set of finite-index submodules of Fq[[T ]]

d is
stratified into strata indexed by n1, . . . , nd ≥ 0. From it, the formula (1.3) follows elementarily,
as in [26]. Now, we denote by u1, . . . , ud the standard basis vectors of Fq[[T ]]

d and let fj =
T njuj+

∑n
i=j+1 aij(T )ui. Then M is the submodule generated by fi. Moreover, the requirement

for the Hermite normal form is equivalent to saying that (f1, . . . , fd) is a reduced Gröbner basis
with respect to the monomial order ≺lex, where taui ≺lex t

buj if i < j or (i = j and a < b).
In the rest of this paper, we consider a different monomial order ≺hlex, where t

aui ≺hlex t
buj

if a < b or (a = b and i < j).1 We give an alternative proof of (1.3) by classifying reduced
Gröbner bases with respect to ≺hlex. This gives a different stratification of the set of finite-index
submodules of Fq[[T ]]

d, also indexed by n1, . . . , nd ≥ 0. We compute the cardinality of each
stratum in terms of a statistics we denote by W (2.15). The left-hand side of (1.3) can now be
expressed as a sum involving the W -statistics over all strata. To study this sum, we consider
certain “spiral shifting” operators on the index set X = Nd = {(n1, . . . , nd) : ni ≥ 0} of the
strata. We prove combinatorial properties of these operators and how they interact with the
W -statistics (Lemma 5.2), which leads to our proof of (1.3).

The hlex-stratification above can be interpreted as another normal form (6.1) which, just
like the Hermite normal form, classifies square matrices over Fq[[T ]] up to column operations.
However, unlike the Hermite normal form, the new normal form recovers the Smith normal
form by its diagonal entries (Proposition 6.1). As an application of this normal form, we give

1The order ≺hlex is both a lexicographic order with u1 ≺ · · · ≺ ud ≺ T and a homogeneous lexicographic
order with u1 ≺ · · · ≺ ud (the position of T does not matter). We choose to call it “hlex” for the flavor reason
that the set of monomials under ≺hlex is order-isomorphic to N, while it is not the case in ≺lex.
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an alternative proof of a theorem of Petrogradsky [25] that counts submodules M of Fq[[T ]]
d

such that the quotient Fq[[T ]]
d/M has a given Fq[[T ]]-module structure (a refinement of the

information of cardinality). We do it by reducing the theorem to a refined sum involving the
W -statistics. Our alternative proof also provides a direct explanation of a permutation sum in
Petrogradsky’s formula; see Remark 6.8.

Apart from their applications to module counting, the spiral shifting operators also give a
nontrivial self-bijection on Nd (Theorem 4.2) that might lead to other combinatorial identities.
We next state the combinatorial results independent of the context of submodule counting.

1.1 Main combinatorial results

Fix d ≥ 1. We denote by N the set of nonnegative integers, and we use the standard notation
[d] := {1, 2, . . . , d}. Let X = Nd be the set of d-tuples (n1, . . . , nd) of nonnegative integers. For
x = (n1, . . . , nd) ∈ X, let n(x) = n1 + · · · + nd and let W (x) ∈ N be the statistics defined in
Section 5. The key identity we prove about the n- and W -statistics is the following result.

Theorem 1.1 (Theorem 5.3). As power series in Z[[t, q]], we have∑
x∈X

tn(x)qW (x) =
1

(1− t)(1− tq) . . . (1− tqd−1)
. (1.6)

In particular, for given n,W ≥ 0, the number of elements x in X with n(x) = n and
W (x) = W equals the number of size-W partitions whose Young diagram fits in an n× (d− 1)
rectangle.

To prove Theorem 1.1, we define self-maps g1, . . . , gd on X (Section 3). They satisfy the
following properties. First, they commute.

Theorem 1.2 (Theorem 4.1). For all 1 ≤ j, j′ ≤ d, we have

gj′ ◦ gj = gj ◦ gj′ (1.7)

as maps from X to X.

To state the next property, we note that as a result of Theorem 1.2, the operators gj induce
an action of the free abelian semigroup Γ := Nd on X. For a = (a1, . . . , ad) ∈ Γ, the action is
defined as

a · x := ga11 ◦ · · · ◦ gadd (x) (1.8)

for x ∈ X.
The next result states that the action is free and transitive.

Theorem 1.3 (Theorem 4.2). Let 0 = (0, . . . , 0) ∈ X. Then for any x ∈ X, there exists a
unique a ∈ Γ such that

a · 0 = x. (1.9)

The reason why the operators gj play a role in the proof of Theorem 1.1 is the following
formula about how gj interacts with the n- and W -statistics.
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Theorem 1.4 (Lemma 5.1 and Lemma 5.2). For any x ∈ X and j ∈ [d], we have

W (gj(x)) = W (x) + j − 1; (1.10)

n(gj(x)) = n(x) + 1. (1.11)

The three properties above give a bijective proof of the equinumerosity statement in Theorem
1.1.

Corollary 1.5. There is a bijection from the set of size-W partitions with at most n parts such
that each part has size at most d−1 to the set of elements x ∈ X with n(x) = n and W (x) = W
given by

[1]m1 . . . [d− 1]md−1 7→ g
n−

∑d−1
i=1 mi

1 gm1
2 . . . g

md−1

d (0). (1.12)

Proof. The map is well-defined (i.e., landing in the target) due to Theorem 1.4. Its injectivity
follows from the uniqueness part of Theorem 1.3. To show its surjectivity, assume x ∈ X is
such that n(x) = n and W (x) = W . By the existence part of Theorem 1.3, we can write
x = gm0

1 . . . g
md−1

d for some m0, . . . ,md−1 ≥ 0. It follows from Theorem 1.4 that
∑d−1

i=0 mi = n

and
∑d−1

i=1 imi = W , which implies that [1]m1 . . . [d − 1]md−1 is in the source and is mapped to
x.

Theorem 1.1 can be further generalized in terms of the semigroup action (1.8) defined by
the operators gj.

Theorem 1.6 (Theorem 5.4 and Corollary 5.5). Let Γ′ be a finitely generated subsemigroup of
Γ, and let x0 be an element of X. Then

∑
x∈Γ′·x0

tn(x)qW (x) is a rational function in t and q.
Moreover, if Γ′ is free, then there is an explicit product formula in terms of any basis of Γ′.

When Γ′ = Γ and x0 = 0, this result recovers Theorem 1.1.

1.2 Related work

Solomon’s formula (1.4) can be put into the context of the moduli space of framed modules2

and the punctual Quot scheme. Indeed, let R be the coordinate ring of an affine variety over
Fq, and let Y = SpecR. By passing to the quotient map, classifying finite-index submodules of
Rd amounts to classifying “finite d-framed R-modules”, i.e., a finite R-module N together with
an R-linear surjection Rd ↠ N (“d-framing”). The moduli space of the latter classification
problem is the Quot scheme of points parametrizing 0-dimensional quotients of Od

Y [13]. When
d = 1, the above Quot scheme is the Hilbert scheme of points on Y .

Solomon’s formula concerns the enumerative (or motivic) aspect of the geometric objects
above. If Y = SpecR is an affine smooth curve over Fq, then (1.4) for R follows from an anal-
ogous formula that computes of the motive of the punctual Quot scheme in the Grothendieck
ring [22]; the motive in the Grothendieck ring is a refinement of the point count. The same
work [22] also generlizes the formula to the nested Quot scheme. See also the work of Bifet [5]
on the punctual Quot scheme on a smooth curve and a generalization by Bagnarol, Fantechi

2See also [14, 23] for the relation to framed quiver varieties.
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and Perroni [2] to the punctual Quot scheme of quotients of any vector bundle on a smooth
curve.

There are a number of generating-series formulas about the moduli space of modules (with
or without the framing) in the literature. For framed modules, see [11] on the Hilbert scheme
of smooth surfaces and [4, 12, 21] on the Hilbert scheme of singular curves. For the moduli
space of unframed modules, see formulas for smooth curves [8], smooth surfaces [6, 10], nodal
singular curves [16] and the (noncommutative) quantum plane [17].

1.3 Organization

In Section 2, we give some preliminaries of Gröbner bases and describe our classification of
finite-index submodules of Fq[[T ]]

d. In Section 3, we define the operators gj. In Section 4,
we prove several properties of gj. In Section 5, we define the n- and W -statistics and prove
summation formulas about them using the operators gj. Sections 3, 4 and 5 are independent of
Section 2. In Section 6, we discuss the relation between our stratification to the Smith normal
form and give an alternative proof of Petrogradsky [25].

Notation and conventions

We fix d ≥ 1 for the rest of the paper. We denote by N the set of nonnegative integers, and
we use the standard notation [d] := {1, 2, . . . , d}. For d ≥ 1, let X = Nd be the set of d-tuples
(n1, . . . , nd) of nonnegative integers.

2 Gröbner bases

Consider the free module F := Fq[[T ]]
d over Fq[[T ]], and denote by u1, . . . , ud the standard basis

of F . A monomial is an element T nui for some n ≥ 0 and 1 ≤ i ≤ d. We recall the monomial
order ≺hlex (denoted simply by ≺ from now on)

T aui ≺ T buj iff a < b or (a = b and i < j). (2.1)

To list the lowest few monomials,

u1 ≺ u2 ≺ · · · ≺ ud ≺ tu1 ≺ . . . tud ≺ t2u1 ≺ . . . (2.2)

The monomials are indexed by the set [d]× N, via the identification

µδ := T nui if δ = (i, n) ∈ [d]× N. (2.3)

For any nonzero element f =
∑

δ∈[d]×N cδµδ of F , the leading term and the leading
monomial of f are defined as

LT(f) := cδµδ, (2.4)

LM(f) := µδ, (2.5)

where µδ is the lowest monomial such that cδ is nonzero, which exists due to well-orderedness.
For a submodule M of F , the leading submodule of M is defined as

LT(M) := {LT(f) : f ∈ M}. (2.6)
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We collect some standard facts about Gröbner bases over power series rings (or “standard
bases”), adapted to suit our purpose here; see [3] and [15]. We use the noation ⟨f1, . . . , fr⟩ to
denote the Fq[[T ]]-submodule generated by f1, . . . , fr in F .

Proposition 2.1. Let M be a finite-index submodule of F . Then

(a) The leading submodule of M can be uniquely expressed as the form

LT(M) = ⟨T n1u1, . . . , T
ndud⟩ (2.7)

where n1, . . . , nd ≥ 0. Moreover, there is an isomorphism of Fq-vector spaces

F

M
∼=

F

LT(M)
. (2.8)

(b) There is a unique generating set (called the reduced Gröbner basis for M)

G = {f1, . . . , fd} (2.9)

for M such that for every i ∈ [d], we have

(i) LT(fi) = T niui.

(ii) Every nonleading term of fi is not divisible by LT(fj) for any j ∈ [d].

(c) Every tuple {f1, . . . , fd} satisfying conditions (i) and (ii) in (b) is the reduced Gröbner
basis for the submodule ⟨f1, . . . , fd⟩.

Remark 2.2. The statement (c) is not obvious; it follows from the Buchberger criterion. A
priori, not every tuple (f1, . . . , fd) satisfying (i)(ii) is a reduced Gröbner basis, because the
leading submodule of ⟨f1, . . . , fd⟩ may be bigger than ⟨LT(f1), . . . ,LT(fd)⟩. The criterion to
test whether (f1, . . . , fd) is indeed a reduced Gröbner basis is the Buchberger criterion. In our
case, for each basis element ui, there is only one monomial (namely, LT(fi)) involving ui, so
the Buchberger criterion automatically passes.

With Proposition 2.1, we can now classify finite-index submodules of Fq[[T ]]
d by dividing

them into strata indexed by x = (n1, . . . , nd) ∈ X. Each stratum, denoted by Hilb(x), is the
set of all finite-index submodules M of F such that

LT(M) = ⟨T n1u1, . . . , T
ndud⟩. (2.10)

For any M in Hilb(x), an Fq-basis for F/LT(M) is

{T aui : 0 ≤ a < ni, i ∈ [d]}, (2.11)

so by Proposition 2.1(a),

dimFq F/M = dimFq F/LT(M) = n1 + · · ·+ nd. (2.12)

By the conditions (b)(i)(ii) in Proposition 2.1, a typical element of Hilb(x) is given by the
reduced Gröbner basis (f1, . . . , fd), where

fi = T niui + (linear combination of T auj such that a < nj and T auj ≻ T niui) (2.13)
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Given i ̸= j ∈ [d], we notice that in order for fi to have a term involving T auj for some a,
we must have T njuj ≻ T niui, namely, nj + j/n > ni + i/n. Moreover, in this case, the number
of monomials of the form T auj that could appear in gi is

⌊nj +
j

n
− ni −

i

n
⌋. (2.14)

Since the coefficient of each monomial that could appear in the nonleading terms of gi can
be chosen freely and independently, it follows from the discussion above that the cardinality of
Hilb(x) is given by qW (x), where

W (x) =
∑

i ̸=j∈[d]

max{0, ⌊nj +
j

n
− ni −

i

n
⌋}. (2.15)

Define n(x) = n1 + · · · + nd for x = (n1, . . . , nd) ∈ X. We have just proved the following
combinatorial formula for the left-hand side of (1.3).

Lemma 2.3. Using the definition of W (x) and n(x) above, we have∑
M

tdimFq (Fq [[T ]]d/M) =
∑
x∈X

qW (x)tn(x), (2.16)

where the sum on the left-hand side extends over all finite-index submodules of Fq[[T ]]
d.

Together with Theorem 1.1, the formula (1.3) follows.

3 Spiral shifting operators

Recall that X = Nd be the set of d-tuples (n1, . . . , nd) of nonnegative integers, and the goal of
this section is to define the operators g1, . . . , gd : X → X. The operator g1 is defined by

g1(n1, . . . , nd) = (nd + 1, n1, n2, . . . , nd−1). (3.1)

In order to define the other operators g2, . . . , gd, it is helpful to view an element x =
(n1, . . . , nd) ∈ X as a configuration of d points

∆(x) := {(1, x1), (2, x2), . . . , (d, xd)} ⊆ [d]× N. (3.2)

For a point δ = (i, n) in [d]× N, we define the seat, the level and the height of δ to be

i(δ) := i, (3.3)

n(δ) := n, (3.4)

h(δ) := n+
i

d
. (3.5)

We linearly order the set [d]× N according to the height:

δ1 ≺ δ2 ⇐⇒ h(δ1) < h(δ2). (3.6)
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For any s ∈ N and δ ∈ [d]× N, we define

δ + s/d (3.7)

to be the unique element of [d]× N with height h(δ) + s/d.
In particular, (i, n) + 1/d = (i + 1, n) if 1 ≤ i ≤ d − 1, and (d, n) + 1/d = (1, n + 1).

Essentially, we are arranging the points of [d]× N on an upright cylinder with a spiral tracing
the points in the height order, so the operator +s/d means shifting upwards following the spiral
by s steps. Note also that (i, n) + 1 = (i, n) + d/d = (i, n+ 1), hence the notation.

Now the operator g1 can be alternatively understood as shifting every point upwards by one
step:

g1(x) := x′ such that ∆(x′) = {δ + 1/d : δ ∈ ∆(x)}. (3.8)

To define the operators g2, . . . , gd, we first list the points of ∆(x) in the height order:

∆(x) = {δ1(x) ≺ δ2(x) ≺ · · · ≺ δd(x)}. (3.9)

As an informal definition of gj, the operator gj keeps δ
1(x), . . . , δj−1(x) fixed, and simulta-

neously shifts δj(x), . . . , δd(x) upwards to the next available seat (namely, a seat not occupied
by the fixed points). More formally, define gj(x) = x′ such that ∆(x′) = {δk(x′) : k ∈ [d]},
where

δk(x′) =

{
δk(x), k < j;

δk(x) + sk/d, k ≥ j,
(3.10)

where sk is the minimal positive integer such that

i(δk + sk/d) ∈ {i(δj(x)), . . . , i(δd(x))}. (3.11)

Implicit in the definition is an important observation that gj preserves the height ranking
among the points, i.e., we do have δ1(x′) ≺ · · · ≺ δd(x′) if δk(x′) is given by definition (3.10).
Indeed, when going from x to x′, the lowest j − 1 points are fixed, and the remaining points
are raised in a way that preserves the relative order within.

Note the subtlety that the definition of gj involves an interplay between the height-rankings
and the seats of the points.

Example 3.1. We use the example with d = 5, x = (n1, . . . , n5) = (0, 2, 1, 0, 1) ∈ X = Nd and
j = 3 to illustrate the definition of gj(x).

First, we plot x on R2 by collecting the points (i, ni):

∆(x) := {(1, 0), (2, 2), (3, 1), (4, 0), (5, 1)}. (3.12)

Sorting the points by the height order, we have

∆(x) = {δ1(x) ≺ · · · ≺ δ5(x)} = {(1, 0) ≺ (4, 0) ≺ (3, 1) ≺ (5, 1) ≺ (2, 2)}. (3.13)

We now describe x′ := g3(x) by specifying how each point of ∆(x) is moved. By definition,
g3 leaves the two lowest points intact. In this case, we have

δ1(x′) = (1, 0), δ2(x′) = (4, 0). (3.14)
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For the remaining points, we sort them back according to the seat:

δ5(x) = (2, 2), δ3(x) = (3, 1), δ4(x) = (5, 1) (3.15)

We say the seats 2, 3, 5 to be “available”. The operator g3 moves each of the points hori-
zontally to the next available seat to the right, except the rightmost seat among the available
seats:

δ5(x′) = (3, 2), δ3(x′) = (5, 1). (3.16)

For the rightmost available seat, we move the point to the leftmost available seat and raise
the level by 1.

δ4(x′) = (2, 1 + 1) = (2, 2). (3.17)

Collecting the point, we have

{δ1(x′) ≺ · · · ≺ δ5(x′)} = {(1, 0) ≺ (4, 0) ≺ (5, 1) ≺ (2, 2) ≺ (3, 2)}, (3.18)

namely,
x′ = g3(x) = (0, 2, 2, 0, 1). (3.19)

We leave it to the readers to verify the following commutative diagram:

x = (0, 2, 1, 0, 1) (0, 2, 2, 0, 1)

(0, 2, 2, 1, 0) (0, 2, 2, 2, 0)

g3

g2 g2

g3

(3.20)

4 Properties of the operators

The first property of the operators g1, . . . , gd is that they commute.

Theorem 4.1. For all x ∈ X and j′ < j, we have

gj′(gj(x)) = gj(gj′(x)). (4.1)

Proof. Because both gj′ and gj leave the lowest j
′−1 points δ1, . . . , δj

′−1 intact, we may remove
these points and consider the remaining points only. Effectively, we are assuming j′ = 1 without
loss of generality.

Let k = j − 1 and l = d− k. Say the lowest k points of ∆(x) are

{δ1(x), . . . , δk(x)} = {(p1,m1), . . . , (pk,mk)}, (4.2)

where p1 < · · · < pk. (That is, we sort these points by their seats.) Let us also name the
highest l points of x as

{δj(x), . . . , δd(x)} = {(q1, n1), . . . , (ql, nl)}, (4.3)

where q1 < · · · < ql. We shall prove that g1(gj(x)) = gj(g1(x)) by describing both sides
explicitly. As a convenient convention, we define (d+1, n) to be the point (1, n+1) in [d]×N.
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By definition, we have

∆(gj(x)) = {(p1,m1), . . . , (pk,mk), (q1, nl + 1), (q2, n1), . . . , (ql, nl−1)} (4.4)

and
∆(g1(x)) = {(p1 + 1,m1), . . . , (pk + 1,mk), (q1 + 1, n1), . . . , (ql + 1, nl)}, (4.5)

where the convention (d + 1, n) = (1, n + 1) applies to exactly one of points in the list for
∆(g1(x)). Applying g1 to ∆(gj(x)), we have

∆(g1(gj(x))) = {(p1+1,m1), . . . , (pk+1,mk), (q1+1, nl+1), (q2+1, n1), . . . , (ql+1, nl−1)}. (4.6)

Now we apply gj to ∆(g1(x)). Notice that g1 does not change the height ranking within the
points, because it raises the height of every point by exactly 1/d. Thus (p1 + 1,m1), . . . , (pk +
1,mk) continue to be the lowest k points of ∆(g1(x)), so gj will shift (q1+1, n1), . . . , (ql+1, nl).
We need to consider two cases:

(a) If ql ̸= d, then (q1 + 1, n1), . . . , (ql + 1, nl) are their honest coordinates, so shifting by gj
results in (q1 + 1, nl + 1), (q2 + 1, n1), . . . , (ql + 1, nl−1).

(b) If ql = d, then the honest coordinates of (q1 + 1, n1), . . . , (ql + 1, nl) are (1, nl + 1), (q1 +
1, n1), . . . , (ql−1+1, nl−1), so shifting by gj results in (1, nl−1+1), (q1+1, nl+1), . . . , (ql−1+
1, nl−2). But note that (1, nl−1 +1) can be represented by (d+1, nl−1) = (ql +1, nl−1) by
our convention.

We see that in both cases, we have

∆(gj(g1(x))) = {(p1+1,m1), . . . , (pk+1,mk), (q1+1, nl+1), (q2+1, n1), . . . , (ql+1, nl−1)}, (4.7)

mathcing the expression of ∆(g1(gj(x))). Hence, we have proved the desired equality g1(gj(x)) =
gj(g1(x)).

For a multi-index a = (a1, a2, . . . , ad) in Nd, define

ga(x) := ga11 ga22 . . . gadd (x). (4.8)

By commutativity (Theorem 4.1), we have

ga+b = ga ◦ gb for a, b ∈ Nd. (4.9)

In other words, the free abelian semigroup Γ := Nd acts on the set X = Nd via

a · x = ga(x). (4.10)

The second property of the operators g1, . . . , gd is that the semigroup action defined above
is free and transitive, in the following sense.

Theorem 4.2. Consider the configuration 0 = (0, . . . , 0) in X = Nd. Then for any configura-
tion x ∈ X, there exists a unique a ∈ Γ = Nd such that

ga(0) = x. (4.11)

Equivalently, the map a 7→ ga(0) is a bijection from Γ = Nd to X = Nd.
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The proof requires the following lemma.

Lemma 4.3. For 2 ≤ r ≤ d, say a configuration x ∈ X to be r-tight if δr(x) is the lowest
point in

{i(δr(x)), . . . , i(δd(x))} × N (4.12)

that is higher than δr−1(x). Then for any 1 ≤ j ≤ r − 1, the configuration gj(x) is r-tight
whenever x is r-tight.

Proof of Lemma 4.3. Notice that the lowest j−1 points of x are fixed by gj and are not involved
in {i(δr(x)), . . . , i(δd(x))} × N. By removing the lowest j − 1 points of x and reindexing the
remaining seats, we may assume j = 1. Then g1 spiral shifts every point up by one step (in the
sense of definition (3.7) where s = 1), so the r-tightness is preserved.

Proof of Theorem 4.2. Because gi’s commute with each other, we may choose to set up the
equation ga(0) = x in the form

gadd . . . ga11 (0) = x. (4.13)

Look at the lowest point δ1. Since the only operator that moves δ1 is g1, we must have

δ1(ga11 (0)) = δ1(x), (4.14)

which determines a1 uniquely. In fact, we have

a1/d = h(δ1(x))− h(δ1(0)), (4.15)

since g1 increases the height of every point by 1/d.
Having determined a1, . . . , ar−1 (2 ≤ r ≤ d), we now determine ar by looking at the r-th

lowest point δr. Let
x′ = g

ar−1

r−1 . . . ga11 (0), (4.16)

and consider the equation
gadd . . . garr (x′) = x. (4.17)

The only operator among gd, . . . , gr that moves δr is gr, so we must have

δr(garr (x′)) = δr(x). (4.18)

It remains to show that there is a unique integer ar ≥ 0 satisfying the equation above. The
uniqueness is clear because every application of gr increases the height of δ

r strictly (see (3.10)).
It suffices to prove the existence. The key observation is that δr(x) ⪰ δr(x′). We now prove
this observation.

Note that 0 is r-tight in the sense of Lemma 4.3. Since x′ = g
ar−1

r−1 . . . ga11 (0), by repetitively
applying Lemma 4.3, we have that x′ is also r-tight.

By construction, δj(x′) = δj(x) for all 1 ≤ j ≤ r − 1. Thus, the sets {δr(x′), . . . , δd(x′)}
and {δr(x), . . . , δd(x)} are the same (denoted by K), because they are both the complement of
{δ1(x), . . . , δr−1(x)}. Since x′ is r-tight, the point δr(x′) is the lowest point of K × N that is
higher than δr−1(x′). Since δr(x) ≻ δr−1(x) = δr−1(x′) and the seat of δr(x) also lies in K, we
have δr(x) ⪰ δr(x′), proving the desired observation.

Now, we recall from the definition (3.10) that for any configuration y such that {δr(y), . . . ,
δd(y)} = K, the r-th lowest point δr(gr(y)) of gr(y) is defined to be the successor of δr(y) in
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K × N. Applying the above fact to y = x′, gr(x
′), g2r(x

′), . . . , we see that δr(garr (x′)) ranges
over all points of K ×N that are higher than or equal to δr(x′). Together with the observation
δr(x) ⪰ δr(x′) that we have just proved, it follows that there exists ar ≥ 0 such that δr(garr (x′)) =
δr(x).

Corollary 4.4. The group Γ acts on any configuration x ∈ X freely, namely, if ga(x) = gb(x),
then a = b.

Proof. By the existence part of Theorem 4.2, there is c ∈ Γ such that x = gc(0). Hence

ga+c(x) = gb+c(x). (4.19)

By the uniqueness part of Theorem 4.2, we have a+ c = b+ c. Since the semigroup Γ = Nd

is cancellative, we have a = b.

5 Some combinatorial statistics

For a configuration x = (n1, . . . , nd) in X, we define its size to be

n(x) := n1 + · · ·+ nd. (5.1)

Lemma 5.1. For any x ∈ X and j ∈ [d], we have

n(gj(x)) = n(x) + 1. (5.2)

Proof. When we apply gj to x, the rightmost point (i.e., the point with the largest seat) among
δj(x), . . . , δd(x) loops around and increases the level by 1, while the levels of other points are
unchanged.

We now introduce a more interesting statistics. For two points δ1 ≺ δ2 in [d]×N, we define
their distance to be

b(δ1, δ2) := ⌊h(δ2)− h(δ1)⌋. (5.3)

For a configuration x ∈ X consisting of points ∆(x) = {δ1(x) ≺ . . . δd(x)}, we define the
weight of x to be

W (x) :=
∑
j<k

b(δj(x), δk(x)). (5.4)

We note that this definition of W (x) is equivalent to (2.15). The statistics turns out to
interact consistently with the operators gj.

Lemma 5.2. For any x ∈ X and j ∈ [d], we have

W (gj(x)) = W (x) + j − 1. (5.5)

Proof. We refer to the points in

L := {δ1(x), . . . , δj−1(x)} (5.6)
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as low points, and the points in

H := {δj(x), . . . , δd(x)} (5.7)

as high points. The weight of x consists of three parts: distances within L, distances within
H, and distances from points of L to points of H. When applying gj, every distance within L
does not change (because every point of L is fixed). We claim that every distance within H
does not change as well. To prove the claim, note that when defining distances between two
points of H, we may ignore the seats of L and reindex the seats of H by 1, . . . , d− j+1. Thus,
we may assume j = 1 without loss of generality. In this case, g1 increases the height of every
point by 1/d, so the distance is unchanged from definition (5.3).

Therefore, the weight difference W (gj(x))−W (x) is solely contributed by the distances from
low points to high points. Let α ∈ L and β ∈ H. Then we note as an important observation
that while β is shifted upward following the spiral, the distance b(α, β) increases by 1 every
time the seat of β passes through the seat of α. More formally, for any α ≺ β ≺ β′ ∈ [d]× N,
we have

b(α, β′)− b(α, β) = #

(
(β, β′] ∩ ({i(α)} × N)

)
, (5.8)

where (β, β′]∩({i(α)}×N) is the set of all points δ with the same seat as α such that β ≺ δ ⪯ β′.
Sort the seats of high points in ascending order:

i(H) = {i1 < · · · < id−j+1}. (5.9)

Let βk denote the point of H seated at ik. Let β
′
k denote the result of βk after a shift by gj.

Then the seat of β′
k is ik+1 if k < d− j + 1, and i1 if k = d− j + 1.

Partition the set of seats of points in L by intervals

I1 = (i1, i2), . . . , Id−j = (id−j, id−j+1), Id−j+1 = (id−j+1, d] ∪ [1, i1). (5.10)

Denote by Lk the set of low points seated in Ik. Note that upon applying gj, the point βk

is “shifted across” the interval Ik. The discussions so far imply that

b(α, β′
k)− b(α, βk) =

{
1, α ∈ Ik;

0, α ∈ L \ Ik.
(5.11)

It follows that

W (gj(x))−W (x) =
∑
α∈L

1≤k≤d−j+1

b(α, β′
k)− b(α, βk) (5.12)

=
∑

1≤k≤d−j+1

|Ik| (5.13)

= |L| = j − 1, (5.14)

as desired.

We are now ready to prove Theorem 1.1. For x ∈ X, we define the content of x to be the
monomial

Cont(x) := tn(x)qW (x) ∈ Z[[t, q]] (5.15)

in formal variables t and q.
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Theorem 5.3. We have an identity of power series in Z[[t, q]]:∑
x∈X

Cont(x) =
1

(1− t)(1− tq) . . . (1− tqd−1)
. (5.16)

In particular, the number of configurations x with n(x) = n and W (x) = W equals the
number of size-W partitions of length at most n with parts at most d− 1.

Proof. By Theorem 4.2, we have∑
x∈X

Cont(x) =
∑
a∈Γ

Cont(ga(0)). (5.17)

By Lemmas 5.1 and 5.2 and noting that Cont(0) = 1, we have∑
x∈X

Cont(x) =
∑

a1,...,ad≥0

ga11 . . . gadd (0) (5.18)

=
∑

a1,...,ad≥0

ta1+···+adq0a1+1a2+···+(d−1)ad (5.19)

=
1

(1− t)(1− tq) . . . (1− tqd−1)
. (5.20)

The final assertion of the theorem follows from the elementary identity

∞∑
n=0

∑
λ⊆[d−1]×[n]

tnq|λ| =
1

(1− t)(1− tq) . . . (1− tqd−1)
, (5.21)

where the inner sum extends over all partitions of length at most n with parts of size at most
d− 1, and |λ| denotes the size of λ.

We note the following alternative proof of Theorem 5.3 that uses only g1.

Alternative proof of Theorem 5.3. Since we will vary d, we write X as Xd. Observe from (3.1)
that the map g1 : Xd → Xd is injective with image being the complement of

0×Xd−1 := {(0, n2, . . . , nd) ∈ X}. (5.22)

For any x ∈ Xd, we note that n(g1(x)) = n(x) + 1 and W (g1(x)) = W (x), the latter being
because g1 preserves the distance b(δj(x), δk(x)) for every j < k.

We notice that for x = (0, x′) ∈ 0×Xd−1, we have n(x) = n(x′) and W (x) = W (x′)+n(x′),
the latter being because the distance from the point (1, 0) to (i, ni) is ni.

Let fd(t, q) :=
∑

x∈Xd
Cont(x). Then we have a recurrence

fd(t, q) =
∑
x∈Xd

Cont(g1(x)) +
∑

x′∈Xd−1

Cont((0, x′)) (5.23)

=
∑
x∈Xd

tn(x)+1qW (x) +
∑

x′∈Xd−1

tn(x
′)qW (x′)+n(x′) (5.24)

= tfd(t, q) + fd−1(tq, q). (5.25)
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Hence

fd(t, q) =
1

1− t
fd−1(tq, q). (5.26)

Since it is vacuously true that f0(t, q) = 1, by applying (5.26) repetitvely, we have f1(t, q) =
(1 − t)−1, f2(t, q) = (1 − t)−1f1(tq, q) = (1 − t)−1(1 − tq)−1, . . . , fd(t, q) = (1 − t)−1(1 −
tq)−1 . . . (1− tqd−1)−1.

Compared to the alternative proof, the current proof of Theorem 5.3 has the advantages
that it suffices to work on a fixed d, and that the product form of the generating function is
manifest. Furthermore, a small modification of this proof gives a summation formula over the
forward orbit of any element in X under any finitely generated subsemigroup of Γ.

Theorem 5.4. Let x0 be a configuration in X and Γ′ be a subsemigroup of Γ freely generated
by a(1), . . . , a(r). Then ∑

x∈Γ′·x0

Cont(x) = Cont(x0)
r∏

i=1

1

1− Cont(a(i))
, (5.27)

where the content of an element a = (a1, . . . , ad) of Γ is defined as

Cont(a) = ta1+···+adq0a1+1a2+···+(d−1)ad . (5.28)

Proof. Corollary 4.4 implies ∑
x∈Γ′·x0

Cont(x) =
∑
a∈Γ′

Cont(ga(x0)). (5.29)

Note from Lemma 5.1 and Lemma 5.2 that

Cont(ga(x)) = Cont(a) Cont(x) (5.30)

for all a ∈ Γ and x ∈ X. Note also that Cont(a+ b) = Cont(a) Cont(b) for a, b ∈ Γ.
Since elements of Γ′ can be traversed by the set of integers k1, . . . , kr ≥ 0 by setting

a = k1a
(1) + · · ·+ kra

(r), (5.31)

we have ∑
x∈Γ′·x0

Cont(x) =
∑

k1,...,kr≥0

Cont(gk1a
(1)+···+kra(r)x0) (5.32)

=
∑

k1,...,kr≥0

Cont(k1a
(1) + · · ·+ kra

(r)) Cont(x0) (5.33)

= Cont(x0)
∑

k1,...,kr≥0

Cont(a(1))k1 . . .Cont(a(r))kr (5.34)

= Cont(x0)
r∏

i=1

∑
ki≥0

Cont(a(i))ki (5.35)

= Cont(x0)
r∏

i=1

1

1− Cont(a(i))
. (5.36)
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Corollary 5.5. Let x0 be a configuration in X and Γ′ be a finitely generated subsemigroup of
Γ. Then

∑
x∈Γ′·x0

Cont(x) is a rational function in t and q.

Proof. By a theorem of Ito [18, Theorem 2], any finitely generated subsemigroup of Γ = Nd

is a disjoint union of finitely many cosets of (possibly trivial) free subsemigroups of Γ. Hence,
there are free subsemigroups Γ1, . . . ,Γr of Γ and elements a1, . . . , ar of Γ such that

Γ′ =
r⊔

i=1

aiΓi. (5.37)

It follows that ∑
x∈Γ′·x0

Cont(x) =
r∑

i=1

∑
x∈Γi·(aix0)

Cont(x), (5.38)

where the right-hand side is a finite sum of rational functions by Theorem 5.4.

6 Relation to Smith normal form

We may translate the language of hlex Gröbner bases back to a matrix normal form that is
different from the Hermite normal form (1.5). In particular, the general form of the reduced
Gröbner basis described in Section 2 implies that every finite-index submodule M of Fq[[t]]

d

can be uniquely expressed as the column span of a matrix of the form

M = im


T n1 a12(T ) · · · a1d(T )

a21(T ) T n2 · · · a2d(T )
...

...
. . .

...
ad1(T ) ad2(T ) · · · T nd

 , (6.1)

where

aij(T ) ∈

{
span{T b : nj < b < ni}, if i < j;

span{T b : nj ≤ b < ni}, if i > j.
(6.2)

A special property of this new normal form is that the diagonal entries recover the Smith
normal form, or equivalently, the Fq[[T ]]-module structure of Fq[[T ]]

d/M . This is not the case
for the Hermite normal form. For example, consider

A =

[
T 0
1 T

]
. (6.3)

Then the Smith normal form of A is diag(1, T 2), not diag(T, T ).

Proposition 6.1. Let M be of the form (6.1). Then as an Fq[[T ]]-module, we have

Fq[[T ]]
d

M
∼=

Fq[[T ]]

T n1
⊕ · · · ⊕ Fq[[T ]]

T nd
. (6.4)

16



Proof. Recall that to obtain the Smith normal form, we are allowed to perform row and column
operations. Consider x = (n1, . . . , nd) and let i1, . . . , id be the seats of δ1(x), . . . , δd(x). Look
at the i1-th row. Because δ1(x) = (i1, ni1) is the lowest among all δj(x), we observe from (6.2)
that the i1-th row only has the diagonal entry. We also observe from (6.2) that every entry of
a column is divisible by the diagonal entry of this column. Therefore, we may use the i1-th
row to eliminate the nondiagonal entries of the i1-th column through row operations, without
causing other changes.

We continue the process inductively. Having cleared the nondiagonal entries of the i1-th,
. . . , ik−1-th columns, we look at the ik-th row. Because δk(x) is the lowest among δj(x), j ≥ k,
the entries aik,ij(T ) must be zero for j > k for similar reasons. For the entries aik,ij(T ) for
j < k, they are already cleared in the previous steps of the process. Hence the ik-th row only
has the diagonal entry, and we may proceed similarly.

After finishing the process at k = d, we obtain the Smith normal form diag(T n1 , . . . , T nd)
and we are done.

Remark 6.2. Both Proposition 2.1 and Proposition 6.1 hold if we replace Fq by any field. We
did not state them in the this generality to avoid distraction.

In [25], Petrogradsky computed a refinement of the Solomon zeta function that not only
remembers the index of a sublattice M of Zd, but also the Z-module structure of Zd/M . The
essence of Petrogradsky’s theorem is a local result that holds for all discrete valuation ring.

Theorem 6.3 (Petrogradsky [25, Theorem 3.1(5), Theorem 8.1(2)]). Let R be a discrete valu-
ation ring with uniformizer ϖ and residue field Fq. For a finite-index submodule M of Rd, we
define λ1(M), . . . , λd(M) by

Rd

M
∼=

R

ϖλ1(M)
⊕ · · · ⊕ R

ϖλd(M)
, λ1(M) ≥ · · · ≥ λd(M). (6.5)

Consider the series

Z(Rd; t1, . . . , td) :=
∑

(Rd:M)<∞

t
λ1(M)
1 . . . t

λd(M)
d (6.6)

in variables t1, . . . , td.
Then Z(Rd; t1, . . . , td) is a rational function in q, t1, . . . , td that depends only on d, with

denominator dividing
∏d

j=1(1− zj), where zj = qj(d−j)t1t2 . . . tj.

We note that Z(Rd; t, t, . . . , t) recovers the Solomon zeta function for Rd. The rational
formula for Z(Rd; t1, . . . , td) is also given in [25], restated below. For a permutation π ∈ Sd of
[d], define the set of descents as D(π) = {i ∈ [d− 1] : π(i) > π(i + 1)}, and let inv(π) := {i <
j : π(i) > π(j)} denote the number of inversions of π. Define

wD(q) :=
∑

π∈Sd,D(π)=D

qinv(π). (6.7)

Then

Z(Rd; t1, . . . , td) =

∑
D∈[d−1]

(
wD(q

−1)
∏

j∈D zj

)
∏d

j=1(1− zj)
, (6.8)
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where zj = qj(d−j)t1t2 . . . tj.
Proposition 6.1 immediately expresses the Petrogradsky zeta function Z(Rd; t1, . . . , td) as a

generating function for the W statistics.

Corollary 6.4. We have∑
x∈X

qW (x)t
n(δd(x))
1 t

n(δd−1(x))
2 . . . t

n(δ1(x))
d = Z(Fq[[T ]]

d; t1, . . . , td). (6.9)

Note that n(δd(x)), . . . , n(δ1(x)) is nothing but sorting n1, . . . , nd in descending order, similar
to the role of λ1(M), . . . , λd(M). When specialized at t1 = · · · = td = t, the left-hand side is
equal to

∑
x∈X qW (x)tn(x), the subject of Theorem 1.1. Notice that in this special case, the

denominator given in Theorem 6.3 is not tight: the denominator is
∏d

j=1

(
1−

(
qd−jt

)j)
, which

is divisible by but not equal to the denominator
∏d

j=1(1− qd−jt) in Theorem 1.1.
Our next goal is to compute the left-hand side of (6.9). This will recover Petrogradsky’s

theorem, as another application of the spiral shifting operators. We first give a brief overview
of several alternative interpretations of the positive-coefficient polynomial wD(q) given in [25,
§5].

6.1 Descents and multiset permutations

Given D ⊆ [d − 1] (recall that we shall view it as a set of descents of some permutation), we
introduce some notation. Let D = {d1 < · · · < dk}, where k = |D|. For j = 0, 1, . . . , k, write
mj = dj+1 − dj, where d0 := 0 and dk+1 := d.

Cosider a standard inv-preserving bijection frequently used in Schubert calculus:

βD :
{
π ∈ Sd : D(π) ⊆ D

}
→
{
σ ∈ Map([d], {0, . . . , k}) : |σ−1(i)| = mi

}
π 7→ (π(i) 7→ unique j such that dj < i ≤ dj+1).

(6.10)

For example, if d = 5, D = {2, 4}, π = 25|13|4 (the verticle bars denote positions where
descents are allowed; note how they encode (m0,m1,m2) = (2, 2, 1)), then βD(π) sends 2, 5 to 0,

and 1, 3 to 1, and 4 to 2. The two-line notation

(
25
00

13
11

4
2

)
is instructive. We shall view β(π) as a

permutation of the multiset 0m01m1 . . . kmk ; in this example, βD(π) is the multiset permutation
10120. It is instructive to read βD(π) by permutating the columns of the two-line notation

above, such that the first row is sorted:

(
12345

10120

)
. We always have inv(π) = inv(βD(π)). In

this example, both numbers of inversions are 4.
The map βD induces a bijection{
π ∈ Sd : D(π) = D

} ∼=−→
{
σ : For any j ∈ [d], there is i1 < i2, σ(i1) = j, σ(i2) = j − 1

}
. (6.11)

We call the latter the set of strict multiset permutations, namely, multiset permutations
that has at least a j put before a j − 1 for any 1 ≤ j ≤ d. For example, 10120 is not a strict
multiset permutation because every 1 is before every 2, and this corresponds to the fact that
the second vertible bar of π = 25|13|4 is not actually a descent.
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The bijection (6.11) gives the alternative formula [25, Theorem 5.3(1)]:

wD(q) =
∑

σ strict

qinv(σ), (6.12)

where the sum is over all strict multiset permutations of 0m01m1 . . . kmk .
Another formula for wD(q) can be obtained from a formula of MacMahon [1, §3.4]∑

π∈Sd,D(π)⊆D

qinv(π) =

[
d

m0,m1, . . . ,mk

]
q

, (6.13)

which can be viewed as the Schubert cell decomposition of the flag variety Fl(D; d) :=
Fl(d1, . . . , dk; d). We denote by

[
d
D

]
q
the Gaussian q-multinomial polynomial

[
d

m0,m1,...,mk

]
q
. Us-

ing the Möbius inversion formula and the expression of the Möbius function on the Boolean
poset of subsets of [d− 1] (see for example, [24, Proposition 2.44]), one obtains

wD(q) =
∑
D′⊆D

(−1)|D|−|D′|
[
d

D′

]
q

. (6.14)

Petrogradsky [25, §3] used this instead of (6.7) as the original definition of wD(λ).

6.2 Alternative proof of Petrogradsky’s theorem for Fq[[T ]]
d

We now compute the left-hand side of (6.9). Let Γ′ be the subsemigroup of Γ (freely) generated
by gd1 , g

d−1
2 , . . . , g1d. We notice that the effect of gjd+1−j on X is raising the level of the highest j

points of ∆(x) by 1 while fixing their seats; this is because gd+1−j is spiral shifting within the
highest j elements, so shifting j times completes a full cycle. For x ∈ X, we define the seat
permutation of x to be the permutation i(δ1(x)), i(δ2(x)), . . . , i(δd(x)).

Lemma 6.5. There is an orbit decomposition of X:

X =
⊔
π∈Sd

Γ′ · xπ (6.15)

for certain d! elements xπ ∈ X. Moreover, each orbit consists precisely of elements of X with
seat permutation π.

Proof. The index of Γ′ in Γ is d · (d − 1) · · · · · 1 = d!, and Γ is clearly a disjoint union of d!
cosets of Γ′. Say Γ =

⊔d!
k=1 akΓ

′ for some ak ∈ Γ. Then we have a decomposition of X into d!
disjoint Γ′ orbits:

X = Γ · 0 =
d!⊔

k=1

Γ′ · (ak · 0) (6.16)

By the discussion above this lemma, each orbit has a constant seat permutation. Let πk

be the seat permutation of ak · 0 (and thus the seat permutation of every element in the k-th
orbit). Every π occurs as some πk, since there exists an element of any given seat permutation
(for instance, if π = i1 . . . id, then consider the element x with ∆(x) = {(i1, 1), . . . , (id, d)}).
Because there are d! permutations and d! orbits, all πk must be distinct. Hence the proof of
the lemma is complete by relabeling.
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Define
Cont′(x) := qW (x)t

n(δd(x))
1 t

n(δd−1(x))
2 . . . t

n(δ1(x))
d , (6.17)

so that the left-hand side of (6.9) is
∑

x∈X Cont′(x). We have

Cont′(gjd+1−j(x)) = qW (gjd+1−j(x))t
n(δd(x))+1
1 . . . t

n(δd+1−j(x))+1
j t

n(δd−j(x))
j+1 . . . t

n(δ1(x))
d (6.18)

= qj(d−j)t1t2 . . . tj Cont
′(x) (6.19)

=: zj Cont
′(x), (6.20)

where the first equality results from the discussion at the beginning of this section, and the
second equality is by Lemma 5.2. The orbit decomposition thus imply the following formula.

Theorem 6.6. We have∑
x∈X

qW (x)t
n(δd(x))
1 t

n(δd−1(x))
2 . . . t

n(δ1(x))
d =

1

(1− z1) . . . (1− zd)

∑
π∈Sd

Cont′(xπ). (6.21)

Proof. Perform the same proof as Theorem 5.4 for each orbit in Lemma 6.5.

In particular, we have proved that Z(Fq[[T ]]
d; t1, . . . , td) is rational with the desired denom-

inator. Moreover, we obtain yet another formula
∑

π∈Sd
Cont′(xπ) for the numerator, which

implies that the numerator is a positive-coefficient polynomial in q, t1, . . . , td with total coeffi-
cient d! (i.e., evaluates to d! at q = t1 = · · · = td = 1).

We now verify that (6.21) does recover Petrogradsky’s formula (6.8). This means that we
shall prove

Claim:
∑
π∈Sd

Cont′(xπ) =
∑

D∈[d−1]

(
wD(q

−1)
∏
j∈D

zj

)
. (6.22)

We first observe that xπ is given by the strict multiset permutation βD(π)(π). For example,
if d = 5 and π = 25|14|3 (labeling all descents with verticle bars), then βD(π)(π) = 10210
and xπ = (1, 0, 2, 1, 0). Indeed, from the orbit decomposition in Lemma 6.5, the element xπ

must be the “lowest possible” element with seat permutation π. If we write π = i1i2 . . . id and
∆(xπ) = {(i1, ni1) ≺ (i2, ni2) ≺ · · · ≺ (id, nid)}, then xπ is obtained from greedily assigning the
lowest possible values for ni1 , ni2 , . . . , nid such that (i1, ni1) ≺ (i2, ni2) ≺ · · · ≺ (id, nid). The
resulting xπ is precisely βD(π)(π), because we start at ni1 = 0 and the level of the next point
must rise by 1 if the seat descends.

We then claim that

t
n(δd(xπ))
1 t

n(δd−1(xπ))
2 . . . t

n(δ1(xπ))
d =

∏
j∈D

yd−j, (6.23)

where yj := t1t2 . . . tj. The proof is clearer if illustrated on an example. Consider π =
16|235|48|7, then D(π) = {2, 5, 7} and (m0, . . . ,m3) = (2, 3, 2, 1). We have ∆(xπ) =(
16
00

235
111

48
22

7
3

)
, which reads {(1, 0), (6, 0), . . . , (7, 3)}. Then reading the levels of ∆(xπ) from

high to low, we obtain

t
n(δd(xπ))
1 t

n(δd−1(xπ))
2 . . . t

n(δ1(xπ))
d = t31t

2
2t

2
3t

1
4t

1
5t

1
6t

0
7t

0
8 = y1y3y6 =

∏
j∈D

yd−j. (6.24)
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We now compute W (xπ). Write π = i1i2 . . . id, D(π) = {d1 < · · · < dk}, and

∆(xπ) =

(
i1 . . . id1
0 . . . 0

id1+1 . . . id2
1 . . . 1

· · · idk+1 . . . id
k . . . k

.

)
(6.25)

Note that the sequence n(δ1(xπ)), . . . , n(δ
d(xπ)) is the second row of (6.25), which only

depends on D = D(π). We denote the sequence by n1(D), . . . , nd(D); it is m0 copies of 0’s,
followed by m1 copies of 1’s, ..., mk copies of k’s. Then for a < b, the columns δa(xπ), δ

b(xπ)
have distance nb(D)− na(D) if ia < ib, or the above number minus one if ia > ib. Hence

W (xπ) = −inv(π) +
∑

1≤a<b≤d

(nb(D)− na(D)). (6.26)

We shall simplify
∑

a<b(nb(D)− na(D)). For 0 ≤ r < s ≤ k, the difference s− r occurs as
the difference nb(D)− na(D) for mrms times. Thus∑

a<b

(nb(D)− na(D)) =
∑

0≤r<s≤k

mrms(s− r). (6.27)

One may verify that∑
0≤r<s≤k

mrms(s−r) = m0(m1+ · · ·+mk)+(m0+m1)(m2+ · · ·+mk)+ · · ·+(m0+ · · ·+mk−1)mk

(6.28)
by noting that the term mrms occurs s − r times on the right-hand side. Recalling that
m0, . . . ,mk are the gaps between consecutive terms of 0, d1, . . . , dk, d, we get∑

a<b

(nb(D)− na(D)) =
∑
j∈D

j(d− j). (6.29)

Putting the above together, we get

Cont′(xπ) = q−inv(π)q
∑

j∈D(π) j(d−j)
∏

j∈D(π)

yd−j = q−inv(π)
∏

j∈D(π)

zd−j. (6.30)

In particular, we obtain a formula for the numerator of Petrogradsky’s zeta function as a
summation over all partitions of Sd that keeps track of the number of inversions and the set of
descents:

∑
x∈X

qW (x)t
n(δd(x))
1 t

n(δd−1(x))
2 . . . t

n(δ1(x))
d =

1

(1− z1) . . . (1− zd)

∑
π∈Sd

q−inv(π)
∏

j∈D(π)

zd−j

. (6.31)

Collecting all π with the same D(π), we get

∑
x∈X

qW (x)t
n(δd(x))
1 t

n(δd−1(x))
2 . . . t

n(δ1(x))
d =

1

(1− z1) . . . (1− zd)

∑
D⊆[d−1]

(
wD(q

−1)
∏
j∈D

zd−j

)
. (6.32)

The slight difference between the above formula and (6.8) can be addressed by considering
the involution on the power set of [d − 1] defined by D 7→ Dt := {d − j : j ∈ D}, and the
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involution on Sd that sends π = i1 . . . id to the “retrograde inversion” πt := (d+1− id)(d+1−
id−1) . . . (d + 1 − i1).

3 We have inv(πt) = inv(π) and D(πt) = D(π)t, so that wD(q) = wDt(q).
By a change of variable D → Dt, the formula (6.32) implies (6.8), and the alternative proof of
Petrogradsky’s theorem is complete. As a takeaway of the above analysis, we rewrite (6.31) in
a slightly better form, obtained from (6.31) with π 7→ πt, and state some functional equations
as direct consequences of this form.

Corollary 6.7 ([25]). We have

Z(Fq[[T ]]
d; t1, . . . , td) =

∑
π∈Sd

(
q−inv(π)

∏
j∈D(π) zj

)
∏d

j=1(1− zj)
, (6.33)

where zj = qj(d−j)t1t2 . . . tj. Moreover, the numerator is a polynomial in q−1, z1, . . . , zd−1

that is invariant under the simultaneous change of variable zj 7→ zd−j. In particular,
Z(Fq[[T ]]

d; t1, . . . , td) is a rational function Z(q; z1, . . . , zd) in q, z1, . . . , zd that satisfies func-
tional equations

(a) Z(q; zd−1, . . . , z1, zd) = Z(q; z1, . . . , zd−1, zd);

(b) Z(q−1; z−1, . . . , z−1
d ) = (−1)dq(

d
2)Z(q; z1, . . . , zd), or equivalently,

Z(Fq[[T ]]
d; t1, . . . , td)|q 7→q−1,ti 7→t−1

i
= (−1)dq(

d
2)Z(Fq[[T ]]

d; t1, . . . , td). (6.34)

Proof. The assertion (a) is obvious from the previous discussions. For the assertion (b), notice
that the permutation π′ = w0π where w0 = d(d− 1) . . . 1 is the longest word satisfies inv(π′) =(
d
2

)
− inv(π) and D(π′) = [d− 1] \D(π). Thus

Z(q−1; z−1
1 , . . . , z−1

d ) =

∑
π∈Sd

(
qinv(π

′)
∏

j∈D(π′) z
−1
j

)
∏d

j=1(1− z−1
j )

=
(−1)dz1 . . . zd∏d

j=1(1− zj)
·
∑
π∈Sd

q(
d
2)−inv(π) · z−1

1 . . . z−1
d

∏
j∈D(π)

zj


= (−1)dq(

d
2)Z(q; z1, . . . , zd).

(6.35)

The final equivalent statement is because as q, t1, . . . , tj 7→ q−1, t−1
1 , . . . , t−1

d , we have zj 7→
z−1
j .

Remark 6.8. As a final remark, we compare our proof to other known proofs of (6.33). Petro-
gradsky’s proof builds upon results that for each abelian p-group G, count subgroups H ⊆ G of
a given cotype (i.e., the isomorphism class). His proof arrives at a formula in terms of Gaussian
q-multinomial polynomials ((6.8) but with wD(q) defined by (6.14)), which turns out somewhat
miraculously to be interpretable as a permutation sum, and hence the numerator of (6.8) has
nonnegative coefficients. The work of du Sautoy and Lubotzky [9, Theorem 5.9] recovers (6.33)

3“Retrograde inversion” is a musical term that describes such a transformation on a melody. Equivalently,
πt = w0πw0, where w0 = d(d− 1) . . . 1 is the longest word of Sd.
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as a special case where G = GLd and ρ is the standard representation. Their proof uses p-adic
integral over GLd(Zp) and the Iwahori decomposition, and reaches the permutation sum (or
more generally, a sum over the (affine) Weyl group) and the functional equation (6.34). See
also the concluding remark of [7, §2]. Our proof is based on a matrix normal form (6.1), and it
leads to the permutation sum of (6.33) via the orbit decomposition in Lemma 6.5.
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